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Abstract. One of the biggest challenges of science today is to outline connec-
tions between the subjective world of human experience, as studied by psychology,
and the objective world of measurable brain events, as studied by neuroscience. In
this paper a series of approximations to neural dynamics is outlined, leading to a
phenomenological theory of mind based on concepts directly related to human cog-
nition. Behaviorism is based on an engineering approach, treating the mind as a con-
trol system for the organism. This corresponds to an approximation of the recurrent
neural dynamics (brain states) by finite state automata (behavioral states). Another
approximations to neural dynamics is described, leading to a Platonic-like model of
mind based on psychological spaces. Objects and events in these spaces correspond
to quasi-stable states of brain dynamics and may be interpreted from psychological
point of view. Platonic model bridges the gap between the neurophysiological brain
events and higher cognitive functions realized by the mind. Categorization exper-
iments with human subjects are presented as a challenge for mind-brain theories.
Wider implications of this model as a basis for cognitive science are discussed and
possible extensions outlined.1

1.1 Introduction

Two distinct approaches to understanding of human mind were developed in sci-
ence. Artificial intelligence aims at building intelligent systems starting from the
processing of symbols [1]. There are serious problems at the very foundation of
such an approach, starting with the famous mind-body problem (how can the non-
material mind interact with matter), the symbol grounding problem (how can the
meaning be defined in a self-referential symbolic system) or the frame problem
(catastrophic breakdowns of intelligent behavior for “obvious” tasks) [3]. There is
no doubt that higher cognitive functions result from the activity of the brain and
thus should be implementable by neural networks [4]. It is clear that the present
shortcomings of neural networks are connected with the lack of modularity and
low complexity of the models rather then with the inherent limitations of the neu-
ral modeling itself. Computational cognitive neuroscience [6], recent descendant of
neurodynamics [5], tries to unravel the details of neural processes responsible for

1 This is an extended version of a paper written for the “Brain-like Computing and Intelligent
Information System” book (ed. by S-i. Amari and N. Kasabov, Springer 1997)



brain functions. Recently even developmental psychology has been influenced by
neurodynamics [7].

Although large body of empirical facts have been accumulated in cognitive psy-
chology [2] so far only very few attempts that aim at a unified theory of cogni-
tion have been made. They came mostly from the artificial intelligence perspective.
John Anderson’s series of ACT models2, developed by him and his collaborators
at the Carnegi-Mellon University and elsewhere in the past 20 years [9,10] were
perhaps the first projects aimed at global theory of cognitive science. The model is
based on a classical production system, using IF ... THEN rules, extended in more
recent ACT-R version to deal with dynamical aspects of cognition by optimizing
the structure of the system. The model has three types of memories, declarative,
procedural and working memory and is quite successful in modeling a variety of
high level cognitive phenomena, such as memory effects, priming, or even learning
simple programming techniques and theorem proving. Another project, Model Hu-
man Processor (MHP), was started at Xerox PARC company as a model to design
human-machine interfaces. Allen Newell, a co-author of the MHP project, wrote
a bookUnified theories of cognition [2] promoting the view that there is enough
empirical evidence from cognitive psychology and neuropsychology to create many
alternative unified theories of cognition. His own attempts are based on an expert
system called SOAR3, a sophisticated system using production rules and symbol
processing. Both ACT and SOAR are well developed systems quite successful in
modeling many psychological phenomena and aiming at architectures capable of a
full range of cognitive tasks. Their success indicates that higher cognition may be
to some degree approximated by production rules. However, direct evidence for in-
dependent production rules, with condition-action pairs stored in human memory, is
missing. It is quite feasible that production systems are powerful enough to model
any behavior. Thus it is not clear that human cognition may really be understood in
this way. Third large-scale project in the logical tradition, named OSCAR, is pur-
sued by John Pollock [11] at the University of Arizona, and is based on probabilistic
reasoning4. The goal of this project is to create a fully functioning rational agent.
OSCAR inference engine is used in some real-world applications, such as decision
support systems for medicine. The project is slowly gaining momentum but even if
it will be successful it may not tell us much about human cognition.

Computational neuroscience provides perhaps a better path for understanding
of mind through models of brain functions, although nothing comparable to ACT or
SOAR systems has been build so far using connectionist paradigm. One grand pro-
posal for the theory of cognition based on specific brain models has been worked
out by Callata¨y [12]. Unfortunately his book is too speculative and not supported
by computational models to attract greater interest. An interesting attempt at sim-
plification of modular cerebral cortex architecture has been presented by Burnod
[13]. His book certainly deserves wider recognition and may serve as the basis of

2 See the WWW homepage of ACT at: http://sands.psy.cmu.edu/
3 WWW homepage: http://www.isi.edu/soar/soar-homepage.html
4 WWW homepage: http://www.u.arizona.edu/˜pollock/



brain-like information processing systems, although it ignores cognitive psychol-
ogy. Brooks [14] started an interesting project called Cog5, aimed at development
of the behavior-based intelligence of a humanoid robot. It remains to be seen what
level of intelligence this approach will achieve.

Computational neuroscience may be our best approach to ultimate understand-
ing of the brain and mind but chances that neural models are going to explain soon
all aspect of cognition are small. Can we understand higher mental activity directly
in terms of neural processes in the brain? It does not seem likely. Physicists claimed
that chemistry has been reduced to physics since the birth of quantum mechanics.
Quantum chemistry, basic theory of chemical systems, has found wider acceptation
by chemists only very recently. Even in chemistry and physics phenomenological
concepts that are not easily reducible to fundamental interactions, are still used, in
fact experimental chemists have hardly been affected by the development of quan-
tum chemistry [8]. Macroscopical theories are reducible only in principle to micro-
scopical descriptions, in practice phenomenological approach to complex systems
is most fruitful. Language of neuroscience and language of psychology are quite
different. Understanding of the brain requires intermediate theories, between neu-
ral and mental, physical and symbolic. Great progress in revealing of biochemical
and neurological mechanisms has not yet lead to the comparable progress in under-
standing of higher cognitive functions of the mind. Computational neuroscience has
been born only recently but bearing in mind the complexity of the systems it has to
deal with it may take many years before any interesting predictions would be pos-
sible. Perhaps all we can hope for is to have a general view on the problem, to look
for specific theories on different levels of complexity and to search for the bridges
between different levels.

There are two large branches associated with neural modeling paradigm. In the
first branch connectionist systems are used for cognitive modeling, replacing pro-
duction systems with networks of interacting pseudo-neurons [15]. Neuronic equa-
tions of Caianello [16] were among the first interesting qualitative models. A very
interesting work using modular neural networks for categorization and learning has
been published by Murre [17]. His CALM (Categorization And Learning Module)
networks, inspired by the neocortical minicolumns, represent quite successful at-
tempt at biologically and psychologically plausible computational models so far.
Such models are a step closer to what the brain does, although rarely there is a
connection with biological reality.

The second branch attempts to link computer simulations of brain structures
with experimental approaches. Successes are still rare and somehow restricted to
lower-level cognition (cf. [18,4]), although there are exceptions. Analysis of Miyashita
experiments [19] on visual perception in monkeys by Griniastyet.al[20] using at-
tractor neural network of the Hopfield type elucidated results of the single-neuron
recordings and showed how temporal correlations in the sequence of pictures are
changed into spatial correlations between attractors in the phase space. One area in
which there is some theoretical and experimental interplay is in the development of

5 WWW page: http://www.ai.mit.edu/projects/cog/



topographical feature maps, for example in the visual system (cf. Erwinet.al[21]).
Several books on application of the theory of dynamical systems to human develop-
ment process appeared recently (cf. [7,24]). Although very promising and useful as
a metaphoric language dynamical systems theory has not yet produced quantitative
explanations of the brain functions. A series of papers by Ingberg [22] on statistical
mechanics of neocortical interactions (SMNI) written in over more than a decade
formulate a mesoscopic theory of neural tissue. Of particular importance is his anal-
ysis of multiple scales in scalp EEG and explanation of the 7±2 and similar rules in
psychology. Global properties of short term memory (STM) are easier to describe
using statistical rather than microscopic theories.

Cognitive science seems to be a collection of loosely related subjects without
central theory (cf. [25]). How should we approach the study of mind? In this paper
I argue that a new language to speak of mind events, linking neurodynamics with
cognitive psychology, is needed. Although we clearly are still at the beginning a
plausible view of the mind is possible today and many threads in the tapestry of the
theory of mind are already visible. Such a view, from brain processes to mind events
or from computational neuroscience to cognitive psychology, is presented in this pa-
per. It is speculative but it gives a badly needed framework to the cognitive sciences.
In the next section models and approximations to neural functions at various lev-
els, from subcellural to the large brain structures, are discussed. Relations between
different levels of modeling and possibilities of reduction of these models to more
fundamental level are of particular interest. In the third section the question how to
model the mind is addressed directly and basic ideas of the Platonic model of mind
are introduced. Feature Space Mapping, a specific neurofuzzy realization based on
inspirations derived from Platonic model, is presented in the next section. In the
fifth section categorization experiments, the simplest higher-cognition phenomena
in psychology, are discussed. A very challenging problem in cognitive science is to
understand the results of these experiments using different approximations to neural
dynamics. A brief discussion on the future of the Platonic model closes this paper.

1.2 Hierarchical approximations to neurodynamics

Nervous system has distinct organization that may be investigated at many differ-
ent temporal and spatial scales or levels [4], starting from single molecules (spatial
scale of the order of10−10 m), through synapses, neurons, small networks, topo-
graphical maps, brain systems, up to the whole brain and central nervous system
level. Understanding the relations between different levels, approximations to reach
from lower to higher levels, and trying to find the place for mind in this scheme is
a very fruitful exercise. Each level of description has its specific theories, methods
and goals. The very notion of “levels” is approximate since different levels cannot
usually be decoupled.



Cognitive phenomena Levels and Models Theories/Methods

Reasoning,
problem solving, think-
ing, creativity

Brain, ra-
tional mind; knowledge-
based systems, symbolic
processing

Artificial intelligence,
psychology of thinking

Behavior, immediate re-
actions (t ≈ 1 s),
associations

Large brain structures;
probabilistic and finite
state automata

Cognitive and behavior-
istic psychology,
machine learning

Intuition, categorization,
recognition

Computational
maps, transcortical neu-
ral assemblies; Platonic
models, feature spaces

Psychology, biology,
machine learning

Memory effects Small networks; recur-
rent neural networks and
dynamical systems

Computational neu-
roscience, EEG, MEG,
fMRI

Learning, internal
representations

Neural assemblies; spik-
ing neurons

Neurophysiology, single
and multielectrode
recordings

Conditioning, basic
forms of learning

Single neurons, electric
compartmental models,
LTP, LTD

Biophysics,
neurophysiology

Moods, habits,
addictions

Molecular and synap-
tic level, biophysics of
ion channels, membrane
properties

Neurochemistry, Genet-
ics, Biophysics,
Psychopharmacology

? Quantum level, small
molecules

Neurochemistry,
Biophysics

Table

1. Levels of modeling, from neurochemistry to psychology of thinking.

1. Quantum level.
Processes at the genetic and molecular level have direct influence on the states

of the brain and contents of mind. Ira Black may be right [26]: information pro-
cessing is ultimately done on the molecular level, unique brain states are due to the
real, physical concentration of different neurochemicals. Understanding the quality
of mental experience, called by philosophers of mind “the qualia problem” [27],
including consciousness itself, may depend directly on the molecular level. Con-
sciousness may in fact be a special category refering to real, physical states of the
brain endowed with structures of sufficient complexity and appropriate control and
feedback architecture. In such a case attempts to understand the mind fully in terms
of bioelectrical information processing, or even more simplified models, would ul-
timately fail. Without denying the importance of molecular processes I will present
below several levels of description and various approximations to the information
processing. In the worst case we should be able at least to simulate the behavior, if
not the “real thing”.



Quantum mechanics has been very successful in description of normal matter
giving detailed description of interactions of atoms and molecules. Some authors,
such as Penrose [28], Stapp [29] or Eccles [30] argue that without quantum mechan-
ics we cannot understand the unity of human experience. This line of reasoning has
not been fruitful so far and it seems to be fundamentally wrong, trying to bridge
many levels of approximation at once. Is quantum mechanics necessary to under-
stand interactions of neurochemicals with membranes or can we understand the be-
havior of neurons using classical physics? It is true that in special, well understood
conditions a single quantum event, like a photon falling on the retina, may become
amplified, and may even influence global dynamics of the brain. On the other hand
effects requiring quantum description are observable either in interactions of a few
small molecules or in very low temperatures. Properties of large biomolecules are
frequently investigated using molecular dynamics, a classical physics theory based
on Newton’s equations and electrostatic interaction potentials. Details of transition
from quantum to classical world are still discussed by physicists but it is highly
unlikely that this discussion has any relevance to cognitive science.

2. Molecular and synaptic level.
At molecular level [26,6] genetics and molecular biology provide information

for neurochemistry. Psychopharmacology investigates (in a purely phenomenolog-
ical way) direct influence of changes in neurochemistry on the working of mind,
as well as the indirect influence on other neurochemicals, in particular on neuro-
transmitters. Influence of neurochemicals on the dynamics of ionic channels is most
important for understanding the bioelectric properties of neurons. Current computer
simulations of these processes give results comparable in many details with the re-
sults of neurophysiological measurements [31]. Theory is well prepared to accom-
modate new experimental findings, such as the role of new neurotransmitters or
neuromodulators in growth and development processes. Diffusive neurotransmit-
ters, such as nitric oxide (NO), acting in a less specific way than classical neuro-
transmitters, seem to contribute to formation of larger cortical structures such as
topographic maps [32].

Processes at the synaptic level are crucial to the overall functioning of the neu-
ral systems. This is evident from the efficiency of the new generation of drugs that
regulate the levels of such neurotransmitters as serotonin or dopamine. Unfortu-
nately higher-level theories rarely take details of synaptic properties resulting from
physics of ionic channels into account. Models approximating the flow of ionic cur-
rents are at the interface between bioelectric and molecular level. Dendritic spines,
where most synapses are formed, probably help to isolate individual contributions
of synapses to overall depolarization of membrane, perhaps allowing for realization
of logical functions [13] or instantaneous learning [12], although the precise func-
tion of dendritic spines is not yet clear. Currents generated by several ionic channels
are responsible for the dynamics of different kinds of synapses. Mechanisms of
fast changes, leading to action potentials, seem to be better understood than those
responsible for slow, permanent changes, although the mechanisms of Long Term
Potentiation (LTP) and Long Term Depression (LTD) and their role in memory pro-



cesses [6] are slowly uncovered (cf. recent articles inNature and neurobiological
journals). Permanent synaptic changes cannot be decoupled from the molecular and
genetic level while understanding of action potentials is possible at the bioelectrical
level. Neuromodulation acting at some distance from the origin of release of such
substances as serotonin or acetylocholine creates additional complications. The fast
messengers such as nitric oxide (NO) diffusing quickly through extra-synaptic space
[32] allow for volume learning, i.e. synaptic changes in a diffusion defined region,
and may play an important role in the organization of topographic maps.

3. Single neuron level.
Spatial and temporal integration of charges over the neural membrane is well de-

scribed by the Hodgkin-Huxley equations. Quite detailed simulations of model cere-
bellar Purkinje cells, using 4550 dendritic compartments and 8021 ionic channels
have already been published [31]. Simulations reproduce experimental results with
sufficient accuracy to give us confidence that the bioelectrical description of single
neuron is essentially correct. Simulation of the influence of psychoactive chemicals
on postsynaptic potentials may be directly compared with experiments, for example
barbiturates increase inhibitory postsynaptic potential (IPSP) time constants, bicu-
culline makes it smaller and diazepam makes it bigger. Such facts are very useful
when comparison between experiments and simulations of populations of neurons
is made.

Anderson and van Essen [59] argue that since the neurobiological systems deal
with analog inputs and outputs, theory of such systems should be based on analog
quantities as well. They suggest that “the firing rates of cortical neurons encode
an irregular, but complete, sampling of PDF’s of multidimensional space”, where
PDF is an abbreviation for Probability Density Functions. In particular they ana-
lyze multimodal topographical maps of the superior colliculus in terms of PDFs,
maps integrating sensory and motoric components (saccadic eye movements) and
discuss computation of PDFs by visual cortex. Indeed the idea that Turing models
are not the best foundation for biological computing has been discussed for some
time (cf. Siegelmann [60,61]). When real coefficients are allowed in neural network
model super-Turing capabilities may appear and if exponential time of computation
is allowed they have unbounded power.

Several ways of analysis of neuron responses to stimuli are used. Population
coding is a well known mechanism described later in this section, but perhaps better
and less known method is based on Bayesian analysis [63]. To compute the posterior
probabilityP (s|r) = P (stimulus|response) for responses of many neuronsr =
(r1, r2, ...rN ), assuming that the variability of responses is statistically independent
and that estimation ofP (ri|s) has been computed directly from multi-electrode
measurements, Bayes law is used:

P (s|r) = P (s|r1, r2, ...rN ) =
P (s)

∏N
i=1 P (ri|s)∑

s′ P (s′)
∏N

i=1 P (ri|s′)
(1.1)

where a uniform prior is usually assumed forP (s). In experiments with the es-
timation of visual cortex neuron responses this method showed much faster conver-



gence to correct stimuli than the population vector method [63]. Direct possibility
to relate metric properties of trains of spikes to stimuli has been considered by sev-
eral authors (cf. [62]). It seems that both the absolute time and the intervals between
the spikes may carry information allowing for discrimination of different clusters
of stimuli. Analysis of the temporal structure of spike trains may be based on met-
ric spaces (spaces defined by a set of points with a metric function). The distance
d(A,B) is defined by the lower bound for the number of steps needed to convert
spike trainA into the spike trainB, including insertion and deletion of single spikes
and small-step shifts.

4. Neural assemblies.
The next step involves simulation of collective behavior of groups of neurons.

To achieve this, simplifications of the Hodgkin-Huxley neuron models are neces-
sary. Using simple models of biologically realistic neurons it is possible to simulate
on a supercomputer behavior of thousands of interacting neurons. Results may be
compared with single neuron measurements in brain slices. Detailed comparison of
simulations with experiments at this level of complexity is unfortunately difficult
due to the enormous amount of experimental details, such as synaptic connections
and geometry of each cell. Comparison of general trends observed in live slices of
neural tissue or in some brain structures (such as rat hippocampus) with computer
simulations are quite successful. Although single neurons may send burst of hun-
dreds of spikes per second groups of inhibitory neurons (such as interneurons) pro-
duce synchronized 40 Hz gamma rhythms [35] driven by fast (glutamate) receptors.
Influence of certain drugs on inhibitory postsynaptic potentials (IPSP) is modeled
by changing the time constants in model neurons. Simulations of influence of IPSP
on the gamma rhythms agree quite well with experiments [36].

There is ample evidence that neurons use the timings of spikes to encode in-
formation [38]. Although the noisy “integrate-and-fire” neurons are the only well-
justified approximate models of real neurons a common simplification to avoid the
complexities of temporal behavior is based on an assumption that spikes are needed
just to build the action potential on the axon hillock. Thus the activity of the neuron
is described by a single parameter that should in principle be proportional to the
number of spikes per second produced by the neurons. Relation of this potential,
obtained by the integration of the synaptic inputs, to the output firing rate is usually
assumed to be of sigmoidal type, i.e. once the potential exceeds a threshold value
the output slowly grows in semi-linear fashion until saturation is reached (corre-
sponding to the maximum firing rate). In neural network community this scenario
is almost never questioned. In fact it is based on the slow potential theory of neuron
[33] and all the derivations [18] or experimental measurements of the firing rates
[34] make unrealistic assumptions about lack of correlations with simultaneous in-
crease of all inputs. This type of neuron behavior may be observed when a current
is transmitted through a large area of neural tissue. However, much weaker but cor-
related inputs from a few synapses may induce a burst of neural activity, showing
that the simple, monotonic neuron transfer functions are a gross oversimplification.
It is hard to justify the transition from spiking neurons to weighted threshold neu-



rons. Neurons are able not only to recognize strong activation by adjusting their
firing rates, but they also recognize specific combination of inputs that fall into the
temporal integration time constant with proper timing.

Firing rate approximation is in contradiction with fast reaction times to visual
stimuli. For example Rolls [37] estimates that a single cortical area completes pro-
cessing of visual information in 20-30 msec. Only a few spikes are emitted in such
a short time and certainly this is not sufficient to estimate firing rates. Using a small
number of inputs and changing the phases and frequencies of the incoming spike
trains quite complex output patterns may be observed (Duch and Ludwiczewski, in
preparation). There is no reason to exclude non-monotonic transfer functions, espe-
cially that there is evidence that associative memories based on neurons with such
functions has larger capacity and are able to escape from local minima [39].

In the most common models of simplified neurons with sigmoidal processing
functions the activity is computed as a scalar productI = W ·X or, for fixed norm
of weights and input signals, asI = Imax − d(W,X)2, i.e. activity is a function
of distanced() between inputs are weights. In this way one can justify neural mod-
els based on localized transfer functions, where weights play the role of prototypes.
What does it mean in terms of spiking neuron models? Large activation is obtained
when positive weights or excitatory synapses are matched with positive dendritic in-
puts, i.e. those with impulse frequencies above the average, while negative weights,
or inhibitory synapses, are matched with negative inputs, i.e. those with below av-
erage frequency.

5. Small networks.
The concept of neural cell assemblies was introduced already in 1949 by Don-

ald Hebb in his seminal book [40]. The cerebral cortex has indeed a very modular
structure [65,13,42]. Macrocolumns, distinguishable using neuroanatomical tech-
niques, contain between104 − 105 neurons in a1 − 2 mm high column spanning
six layers of the neocortex, within the cortical area of a fraction of mm2. Axons
of some NCA neurons spread horizontally on several millimeters enabling mutual
excitation of different NCAs. Within a macrocolumn one may distinguish mini-
columns, much smaller functional groups of neurons with inhibitory connections.
They have a diameter of 30µm and only 110 neurons, except in the primary visual
cortex (V1 area), where they contain about twice as many neurons in orientation
columns. These minicolumns behave as oscillators and recurrent excitations of such
oscillators leads to entrainment and synchronization of neuronal pulses [43], called
“synfire chains” by Abeles [44]. Vertical connections inside these minicolumns are
largely excitatory and the density of these connections is of an order of magnitude
higher than of the connections with neurons outside of the column. Development of
the specific orientation columns in visual system may be quite successfully modeled
by the self-organizing networks [45].

Every representational scheme has to face a problem of combinatorial explo-
sion: concepts are combined in an infinite number of ways creating new concepts
[64]. Activation of a few basic neural units representing primitive concepts should
invoke representation of a more complex concept, but how are these activations re-



membered? An obvious solution is that “grandmother neurons” reacting to complex
concepts should exist. This idea is at least partially wrong. Although integration
of sensory processing is greater than it was believed for many years at least in the
linguistic realm there are no neurons reacting selectively to complex sentences. It
would be impossible to learn the language with such organization of memory. There
are many other arguments (cf. [64]) in favor of neural cell assemblies (NCA), group
of neurons that strongly activate each other. If the assemblies overlap one neuron
in NCA may respond to a number of different stimuli, increasing the number of
different patterns that neural network is able to recognize. If there are 1000 rep-
resentational units and only one is active at a time there are 1000 states but if 5
of these units may be active simultaneously the number of possible states is10 85,
astronomically large. Hebb introduced cell assemblies as a bridge between neuro-
physiological nervous activity and psychological mind events. Connectivity within
an assembly should be about an order of magnitude higher than between different
assemblies. Several other mechanisms for binding complex information have been
suggested [64]. Neurons in NCA activate strongly each other but may also activate
neurons in other groups. Manipulating thresholds for intergroup activation one can
maintain quasi-periodic activity of several NCAs in a network. Synchronization of
the spiking activities of neurons belonging to NCA should create enough activity to
excited linked NCAs. Such mutual excitation should be seen as correlation of the
spiking activities in different NCAs.

There are still many controversies surrounding NCA, their role, size and struc-
ture. From the neuroanatomical point of view cortical minicolumns described by
Szentagotai (1975) and Mountcastle [65] are natural candidates for NCAs. These
vertically oriented cords of cells contain in almost all neocortical areas about 110
cells, except for the striate cortex of primates, where they contain about 260 neu-
rons. The diameter of such a column is about 30 microns and the number of such
minicolumns in the neocortex is about 500 millions. Hundreds of such minicolumns
are gathered intocortical columns (sometimes called also maxicolumns) of much
larger size, with 10-100 thousands of neurons within an area of about 0.2-1 mm2.
The brain contains about 0.5 million of these cortical columns. Their shapes and
structure varies in different neocortex areas and the connections between different
columns are reciprocal. In addition the thin neocortex has a hierarchical, layered
structure, with six principal layers.

Thus the neocortex has highly modular structure, something that must be taken
into account in models of the brain functions [66]. Such modular neuroanatomical
structure enables functional modules. To minimize the interference between inde-
pendent tasks each system designed for parallel processing must contain function-
ally independent modules. Humans are capable of performing several tasks at the
same time if these tasks are of a different type – for example there is little interfer-
ence between talking, visual observation and walking. The type of learning we are
capable of is restricted by the brain structures we have. Learning is restricted and
guided by the available brain resources that evolved in the evolutionary adaptive
process.



Although temporal coding in the neocortex has been considered of primary im-
portance for some time [46] only quite recently in computer simulations and ex-
periments with real neurons Traubet.al[47] showed how groups of small columns,
composed of inhibitory interneurons connected via excitatory piramidal cells syn-
chronize and communicate over larger distances. Studies of synchronization in thin
slices of live brain tissue were done identifying the neuroreceptors (belonging to
the class of metabotropic glutamate receptors) responsible for the 40 Hz oscillatory
activity of the network. 40 Hz gamma oscillations sustained by inhibitory neurons
provide a local clock (τ=25 ms) and spikes produced by excitatory cells appear
about 5 ms after the main beats, forming a kind of “doublets” that allow to bind
together activity of widely separated groups of neurons. Gamma oscillations seem
to provide a temporal structure for synchronization of neuron activities and at least
in principle allow to solve the binding problem [47].

Since temporal behavior seems to be so important one should consider the ques-
tion: is it possible to find a mathematically sound approximations leading from mod-
els of “integrate-and-fire” spiking neurons, where information is coded in temporal
correlations, to models based on graded response neurons, where information is
coded in the patterns of activations. So far only the reverse has been shown [38]:
spiking neuron models can compute everything graded response neurons can, and
sometimes fewer spiking neurons suffice to do the same work.

Several authors, including Amari [48], Freeman [49], Cowan [77] and more re-
cently Mallot and Giannakopoulos [50] take another approach, stressing not the
single neuron activity but the whole populations of neurons. Instead of the activ-
ity of single neurons a global parameter, called neuroactivity [49], is used. In fact
such continuos models have long history, starting with the book published in 1938
by Rashevsky [5]. Modeling brain structures should take into account lamination
of cortical layers, columnar structure, geometry of connections, modulation of den-
sities of different type of cells, formation of topographic maps. Continuos theory
of cortical networks aims at comparison with neurophysiological data at the level
of EEG, MEG, field potentials and optical recordings. For microscopical theories it
may also provide an environment in which individual neurons are embedded, simi-
larly as it is done in chemistry where solvation effects are frequently modeled using
continuos media while local interactions are simulated using molecular dynamics.

6. Transcortical neural networks.
Attractor neural networks [18] and other neurodynamical models are useful to

understand basic mental phenomena such as recognition and categorization. Ap-
proximations and simplifications of such models are necessary to understand higher-
order cognition. The low level cognitive processes, realized mostly by various to-
pographical maps, define features of internal representations (some of which are
hidden from the external world) [4]. These features represent many types of data:
analog sensory signals, linguistic variables, numbers, visual images. Real mind ob-
jects are composed primarily of preprocessed sensory data, iconic representations,
perception-action multidimensional objects. Mental events are correlated with at-
tractors dynamic of local and transcortical neural cell assemblies (TNCAs) [51].



Humans are very good at visual classification tasks but quite poor at classifica-
tion of multidimensional numerical data. Proper preprocessing, extraction of fea-
tures in the sensory signal, is crucial to correct classification. Low level sensory
and motoric processing is mostly done using various topographical maps. Sensory
information is relayed by subcortical structures (dorsal horn, thalamus) and enters
layer 4 of the neocortex, sparsely connected with axons in cortical columns, in one
of the brain areas specializing in processing information within selected modality.
This processing is typically done by a network of neurons that work as computa-
tional maps, i.e. specific features of signals activate localized groups of neurons by
increasing their discharge frequencies. Although several competing theories of for-
mation of topographic maps exist [21] simple self-organized mappings seems to be
quite satisfactory to explain many neurobiological details [45,94].

Computational maps are created in self-organized unsupervised way in the early
stages of brain development. Their rough structure is genetically coded but the final
development is due to the interactions with the environment and they retain some
plasticity even in mature brains (for example, stimulation of fingers may change
the areas devoted to representation of somatosensory information [4]). Brain areas
where computational maps are located not only receive but also send back the in-
formation to the feeding areas creating recurrent network structures. Thus artificial
stimulation of the neocortex areas may create strong hallucinations by actual arousal
of the neurons connected directly to sensory cells. Recent comparison of models
of development of orientation and ocular dominance columns in the visual cortex
[21] showed that self-organized feature maps are able to explain most of their neu-
roanatomical features. Topographical maps are not restricted to the neocortex, there
are well known topographical representations in the old cortex and in some sub-
cortical nuclei [6]. Spatial orientation temporary topographical representation maps
(coding absolute direction of sight line) were found recently in monkeys [37].

Another type of computational map, used for example in motoric activity, codes
attributes (such as direction of movements) by the distribution of activity of popula-
tions of neurons in certain brain area [52], therefore it is called “population coding
map”. Population coding seems to be an ubiquitous mechanism of the brain informa-
tion processing. Initially discovered in the motoric areas of the brain, in recordings
from the motor cortex of monkeys performing mental rotation tasks, later it was
found in premotor, parietal, temporal, occipital and cerebellar cortex. Population
vectorP =

∑
fiui, whereui is a unitary vector, associated with each cell in the

population, oriented in the direction of movement corresponding to the maximum
cell activity andfi is the discharge frequency of neuron, is an implicit representa-
tion of the direction of movement and its norm determines when the actual move-
ment will take place. Thus both information and significance of this information is
present in the population coding mechanism (dual coding principle, [53]). A maxi-
column measuring 0.5 mm by 0.5 mm and containing 100-1000 minicolumns, or
about104 − 105 neurons, may be identified with the population. Arbitrary vector
field corresponding to a complex information encoded by a population of neurons
is a linear combination of elementary basis fields. Force fields generated by the pre-



motor circuits in a frog’s spinal cord are a combination of only four basis fields.
Motor behavior is obtained as a superposition of time-dependent basis fields, or
pattern generators [54]. Dual population coding of more abstract multidimensional
attributes should provide a model for representation of complex information facili-
tating also the use of this information by other mental processes.

A direct attempt to model sensorimotor integration in geometrical terms has
been made by Pellionisz and Llin´as [55] and is known as the tensor theory. Sen-
sorimotor functions are described by non-euclidean coordinate transformations in
frames of reference intrinsic to biological systems. Tensor theory has been used to
analyze population responses of cerebellum Purkinje neurons, computing from mul-
tielectrode recordings covariant and contravariant tensors fully characterizing neural
geometry inherent in cerebellar coordination, in complete agreement with results of
skeletomuscular model [56].

Two fundamental questions arise at this level. First, what are the precise inter-
nal features of representation of the sensory data that the brain is using in cognitive
tasks? Some of these features are already known and neuroscientists are working
hard to discover others. The answer to this question is crucial to understanding of
some cognitive phenomena. Prosopagnosia, or the inability to recognize faces [57]
evidently must depend on specialized internal representation facilitating this com-
plex recognition task. Visual system has been analyzed in some details and it is
known that such attributes as the local form, color and texture are passed to the
infero-temporal (IT) cortex which implements the memory of the visual object and
is essential in recognition of objects.

Second, how and where is the information from computational maps integrated?
For a long time it seemed that processing by computational maps is separated among
physically distinct areas that do not communicate much. It seems now that sensory
convergence is probably a fundamental characteristic of all animal nervous systems
[58]. Sensory information from visual, auditory and somatosensory areas converges
in multiple areas in such subcortical structures as superior colliculus. There are
strong suggestions [58] that these areas integrate also motor responses, creating
“multisensory multimotor map”. Crick [93] proposed that clastrum, a small sub-
cortical sheet of neurons, may be involved in integration of visual inputs. Neurons
responding selectively to faces were found in amygdala and other hypothalamic
structures [6]. Baars [98] focused attention on another subcortical brain structure,
the nonspecific thalamus. The nonspecific nuclei of thalamus are densely intercon-
nected and project not only to and from the neocortex but also to the reticular ac-
tivating system involved in attention. The function of these structures is not quite
clear but neuroscientists concluded that they are not involved in more complex brain
functions, such as conscious processes. Therefore Newman and Baars [72] look for
the integrative brain functions involved in higher cognitive functions in the rhythmic
cortical processes.

With a few exceptions neurons responding to multimodal features are not re-
ally candidates for “grandmother cells” or cells that get activated when certain spe-
cific object or event is recognized. Their existence seem rather to indicate that there



are higher order feature detectors in the brain. Internal features that are specific
combinations of sounds and shapes may be useful in classification. Complex in-
formation has to be bound together in some way and it must happen at the neural
network level. Neurons in the infero-temporal cortex in the visual area are sensitive
(through computational maps based on population coding) only to basic patterns,
such as geometrical shapes or simple natural objects. These patterns, together with
information from other brain areas coding different sensory modalities, are activated
synchronously and appear as mental events or objects of the mind.

Specific nature of attractor states carrying internal representations of categories
and symbols is not known. Straightforward implementation of Hebb’s suggestion
that reverberations in neural circuits are responsible for working memory leads to
problems with stability. A signal should be stable in a loop for102− 103 cycles and
it is hard to sustain a signal in a loop with biological neurons. Single synapses are
too weak to excite neurons they connect to so it must be a statistical phenomenon.
A model introduced by Zipser [67] avoids these problems. A population of units
in a recurrent net is capable of holding a signal. A gating unit controls the access
to the recurrent net. If the gating unit is turned on the signal is held, if its off it
is released from the network and another signal may be captured. Stability of the
global neurodynamics has been considered in details by Amit and Brunel [68], who
solved the problem of spontaneous activity and stability of the background dynamics
of networks of spiking neurons. Solution of this basic problem requires modular
structure of the network, including inhibitory interneurons within NCAs. Learning
creates local attractors without destabilizing the background dynamics. Predictions
from such models may in some cases be directly compared with neurophysiological
experiments on monkeys.

Thus we may assume [51] that the original idea of local reverberations in groups
of cortical neurons coding the internal representations of categories, put forth by
psychologist Donald Hebb already in 1949, is correct. Local circuits seem to be
involved in perception and in memory processes. Analysis of integration of infor-
mation from the visual receptive fields in terms of modules composed of dense local
cortical circuitry [79] allows for explanation of a broad range of experimental data
on orientation, direction selectivity and supersaturation. It would be most surprising
if the brain mechanisms operating at the perceptual level were not used at higher
levels of information processing.

7. Large brain structures.
Mind depends not only on the neural cell assemblies in cortex but also on a

large number of specific, subcortical structures that I will not discuss here. Short-
term memory (STM) is a very complex phenomenon. Psychologist started to use
this concept when a famous law of 7 was discovered by Miller [2]: approximately
7 chunks (plus or minus two) or items may be held in the short-term memory, with
the half lifetime of about 7 seconds. There is evidence that also some animals have
this type of restriction. Sensory buffers: visual, auditory, vocal, even motoric, work
on even shorter time scale. STM seems to be a dynamic phenomena due to stable
patterns of reverberatory excitations involving large parts of the neocortex and some



subcortical structures. Proposal for a STM (Short-Term Memory) mechanism based
on the modulation of 40 Hz oscillations refreshed by the relatively slow neurotrans-
mitters, such as acetylocholine and serotonin, has been put forth quite recently by
Lisman and Idiart [69]. Already at the end of 1950s it was found (for a review see
[72]) that the theta EEG rhythm (2-8 Hz) is associated with the longitudinal currents
flowing between the cell bodies of the pyramidal cells. Rather early neuroscientists
proposed that these pervasive wave processes may integrate information in the brain.
Although recent discoveries of Traubet.al[47] throw some light on the details of this
process they cannot be easily used to explain such a high-level phenomena as STM.

Direct local stimulation of the cortex with an electrode may evoke specific hal-
lucinations and memories [81]. Conscious perception or simple reception requires
certain resonance between the incoming data and the inner representations. Creation
of basic representations and categories is slow, while recognition must be fast. This
is true for the brain, where the development of human mind takes many years but
recognition processes are very fast. It is also true for many models of artificial neural
networks, where training phases require many repetitions before the network learns,
but subsequent recognition and classification is very fast. Statistical mechanics of
neocortical interactions (SMNI) of Ingberg [22], a mesoscopic theory of neural tis-
sue, averages neural activity at multiple spatial and time-scales and is able to explain
the lifetimes and the number of STM memories as quasi-stable dynamical patters in
the model brain with typical size and shape.

Associative memory models based on simple recurrent networks, such as Hop-
field models, seem also to be useful in studying psychological responses to drugs
and understanding of some psychiatric phenomena (cf. the review of computational
psychiatry [73] and the book [74]), although such models are still used in a highly
metaphoric way since direct comparison with neurophysiological experiments is not
possible. So far associative models used in psychology were rather simple but a new
breed of such models is forthcoming. Successful models of memory, such as the
tracelink model of Murre [80], make good use of this modular structure, postulating
that each episodic memory is coded in a number of memory traces that are simulta-
neously activated and their activity dominates the global dynamics of the brain, re-
instating similar neural state as during the actual episode. Koerneret.al[78] describe
a modular recurrent neural network based on the functional organization of cortical
columns in which forward input description is combined with feedback generated
hypothesis. The network has been used to model robust object recognition.

Further simplifications of neural models are necessary to relate psychological
concepts to brain activity. There is good experimental evidence, coming from the
recordings of the single-neuron activity in the infero-temporal cortex of monkeys
performing delayed match-to-sample tasks (cf. [18,51]), showing that the activ-
ity of a neural cell assembly (presumably a microcolumn within a macrocolumn)
has attractor dynamics. Several stable patterns of local reverberations may form,
each coding a specific perceptual or cognitive representation. Via axon collaterals
of pyramidal cells extending at distances of several millimeters, each NCAs excites
other NCAs coding related representations. From the mathematical point of view



the structure of local activations is determined by attractors in the dynamics of neu-
ral cell assemblies. Such networks should be properly described as a collection of
mode-locking spiking neurons. Simple models of competitive networks with spik-
ing neurons have been created to explain such psychological processes as attention
(cf. [83]). Realistic simulations of the dynamics of microcolumns, giving results
comparable with experiment, should soon be possible, although have not been done
yet.

8. Symbols, reasoning and the rational mind.
Architecture of the human mind seen at the highest, cognitive level has been

considered only from the symbolic artificial intelligence perspective [1], without re-
lations to neural issues. Simple perception may be explained at a level of short-term
global dynamics of the brain. Symbols corresponding to categories or object recog-
nitions should correspond to quasi-stable attractor states of large-scale dynamics.
Cognitive processes are based on memory, internal representations and categoriza-
tion of the data provided by environment. The next step – rational mind – requires
understanding of the long-term dynamics of transitions between the attractor states.
These transitions, in reasoning processes, seem to be controlled by higher-order at-
tractor dynamics. At the end of this hierarchical approach the most complex features
of brains, such as collection of concepts representing self, are formed. Formulation
of such dynamical models is at present beyond our capabilities. What is feasible and
important is to see how logics and reasoning may be obtained as an approximation
to the dynamical systems behavior.

Simple associations or categorizations realized by typical neural network mod-
els are not sufficient to explain cognitive competence of humans [85], especially
linguistic competence. Fodor [86] and Fodor and Pylyshin [87] has made a valid
criticism of simple connectionist approaches to cognition. What is needed and is
still poorly understood are neurobiologically plausible mechanisms of going from
simple associations to logical rules and to the first order logics. A drastic, although
quite natural simplification of the neurodynamics, leads to a discreet finite automata
(DFA), such as the hidden Markov models [88]. Such models are usually defined
without any relation to neurodynamics, but it should be possible to derive them as an
approximation describing transitions between attractors. Finite state models should
help in understanding sequential reasoning processes. Goldfarbet.al[70] have criti-
cized both symbolic (finite state) and connectionist (vector space) models as inade-
quate for inductive reasoning.

Elman [71] claims that cognition (and language in particular) are best under-
stood as the behavior of a dynamical system. In his view representations are not
abstract symbols but rather regions of the state space, and rules and logics are em-
bedded in the dynamics of the system. In his experiments with language semantic
and category of words are learned from the context of a corpus of 10.000 sentences.
The network learns to predict the next most probable word in a sequence and a hi-
erarchical clustering of activations of hidden units in a feedforward network shows
that internal representations of similar concepts are close to each other (using simple
Euclidean metric in the activation space of hidden units). In the dendrogram verbs



and nouns are well separated, animate and inamimate objects are a bit closer etc.
Internal representations may thus be identified with patterns of activities of neurons
in recurrent networks. Grammatical constructions are represented by trajectories in
the state space.

1.3 Platonic mind

In the previous section I have briefly discussed some approximations that are com-
monly done at different levels of neural modelling. Transitions between these levels
and attempts to derive higher level approximations from lower-level information are
particularly interesting, although rarely studied. The central question is: how to go
from neurochemistry and biophysical phenomena to the description of single neu-
rons, to small groups of spiking neurons, to larger groups of simplified neural units,
to non-spiking recurrent networks and various other neural models, and finally to
the finite state probabilistic or deterministic automata, semantic networks or rule-
based systems modeling behavior. If it is possible to describe the behavior without
the mind where does the mind comes from and how to approach it? A model de-
scribing the stream of mind events – recognition of objects, categorizations, trains
of thoughts, intuitive decisions and logical reasoning – is needed to place cogni-
tive science on solid grounds. In this section I will sketch such a model based on a
more subtle approximation to neurodynamics than finite state models. This model
is called here “the Platonic model” since it treats the space in which mind events
take place seriously and it represents concepts as idealized objects in this space.
However, in contrast to what Plato believed in, what we experience as content of
our minds is just a shadow of neurodynamics, taking place in the brain rather than
being a shadow of some ideal world.

The Platonic model, which is a development of my earlier model [23], is based
on a few observations. Sometimes it is possible to simplify the large-scale neu-
rodynamics responsible for behavior describing it in low-dimensional spaces. For
example Kelso [24] has observed that although the dynamics of movements of fin-
gers is controlled by millions of neurons there are simple phase transitions which
are described in a low-dimensional (in fact one-dimensional) subspaces. He bases
his analysis on the enslaving principle of synergetics developed by Haken [84], stat-
ing that in some circumstances all modes of a complex dynamical system may be
controlled (enslaved) by only a few modes. Attractors of such systems lie on a low-
dimensional hyperplane in the state space of a huge number of dimensions. Recently
Edelman and Intrator [89] proposed in context of perceptual problems that learning
should be viewed as extraction of low-dimensional representations. In the Platonic
model all mind events, including learning, take place in relatively low dimensional
spaces.

Why should the Platonic model make the theory of mind easier or make it better
than psychological theories we have today? First, it may be (at least in principle,
and sometimes in practice) derived as an approximation to neurodynamics. Second,
psychologists are used to the concept of “psychological spaces”, known also as



feature spaces or conceptual spaces, and discuss some phenomena in such spaces
[90]. It is easier to discuss mental phenomena using the language of feature spaces
rather than to talk about neural states. Third, psychology lacks the concept of space
understood as an arena of mind events. It was only after concepts of space and time
were established that physics started to develop. Fourth, such point of view leads
to models of neurofuzzy systems and generalization of the memory-based systems
[91,92] useful for technical applications and cognitive modeling.

Platonic model of mind is based on the assumption that the objects in the fea-
ture spaces correspond directly to the attractors of the large-scale dynamics of the
brain. To make a step towards psychology attractor states of neurodynamics should
be identified, basins of attractors outlined and transition probabilities between dif-
ferent attractors found. In the olfactory system it was experimentally found [76] that
the dynamics is chaotic and reaches an attractor only when external input is given
as a cue. The same may be expected for the dynamics of NCAs. Specific external
input provides a proper combination of features initiating activation of an object
(concept, category) coded by one or a group of neural cell assemblies. From the
neurodynamical point of view external input puts the system in a basin of one of the
local attractors. Such neural networks map input vectors (cues) into multidimen-
sional fuzzy prototypes that contain output actions.

2

1

Fig. 1.1. Relation between attractors representing correlation of the spiking activity of a group
of neurons (here just two) in the space ofNi, i = 1..n and objects in the feature space
Mi, i = 1..m, wheren � m.



General description: a coordinate system based on the features of mental repre-
sentations obtained from lower-level modules, such as topographical maps or com-
putational maps based on population coding, defines a multidimensional space [23],
called here “the mind space”, serving as an arena in which mind events take place.
In this space a “mind function” is defined, describing fuzzy “mind objects” as re-
gions of space where the mind function has non-zero values. The size and shape of
these mind objects should correspond to basins of attractors of the underlying neu-
rodynamical processes. High density in some area of the mind space means that if a
specific combination of features that fall in this area is given as an input to the neu-
rodynamical system, the time to reach an attractor will be short. The input variables
(stimuli) and the output variables (reactions) together define the mind space while
the internal variables of neurodynamics are not explicitly present in the model, al-
though they have influence on the topography of the mind objects. The name “mind
space” is replaced by more modest “feature space” for Platonic models using inputs
of single modality, such as computational maps.

In simple situations one may try to construct neurodynamical model and the cor-
responding Platonic model as an approximation to neurodynamics (an example of
such approach is given in the next section). To model a real mind corresponding to a
real brain one should know all possible attractors of the brain’s dynamics, clearly an
impossible tasks. The total number of required dimensions would also be quite large,
one could even consider the possibility of continuous number of dimensions [61].
In complex situations Platonic models are constructed phenomenologically. Exper-
imental techniques of cognitive psychology, such as probing the immediate associ-
ations and measuring the response time give sufficient information to place basic
mind objects corresponding to some concepts or perceptions in the mind space. In
the simplified version of the model mind objects are created and positioned using
training data and unsupervised as well as supervised methods of learning, similar to
the learning vector quantization [94] or other local learning techniques [95].

The model has three time scales. Very slow evolutionary processes impose con-
straints on the construction of mind spaces and their topography. The type of infor-
mation mammal brains have at their disposal is fixed by the construction of sensory
and motoric computational maps. At the mind space level differences between dif-
ferent type of brains are reflected in the number of dimensions, the character of the
axis and the topology of the mind space. Long time scale is associated with learning
or changes in the topography of mind spaces, creation of new objects, changing of
their mutual relations, forgetting or decay of some objects. Such changes depend
on the plasticity of the brain, i.e. on the real physical changes during the learning
processes, therefore they are slow. Faster time scale is connected with the actual
dynamics of activation of mental representations, trains of thoughts or perceptions,
activating one mind object after another. At a given moment combination of fea-
tures obtained from lower-level processing modules activates only one (or in large
systems only a few) attractors in the neurodynamics. This corresponds to a certain
“mind state” given usually by a fuzzy point (since the corresponding neurodynam-
ics is always to some degree noisy) in the mind space. Mind objects in the region of



the current mind state are “activated” or “recognized”. Evolution of the mind state
is equivalent to a series of activations of objects in the mind space – a searchlight
beam lighting successive objects is a good metaphor here [93]).

The idea of a “mind space” or “conceptual space” is not more metaphorical
than such concept of physics as space-time or a state of the system described by
a wavefunction. Mathematical description of such mind spaces should (hopefully)
be easier than direct investigation of neurodynamics since low-dimensional spaces
are used whenever possible. Psychological interpretation is granted in spaces based
on input stimuli, while only very indirect interpretation of neurodynamical states
is usually possible. Still the problem is quite difficult because even in rather sim-
ple cases feature spaces have more than three dimensions and complicated non-
Euclidean metrics. Human conceptual space seems to be better approximated by a
number of linked low-dimensional spaces rather than one large space admitting all
possible features of internal representations. Local feature spaces model complex
feature extraction at the level of topographical maps, providing even more complex
features to higher-level “hypothesis” feature spaces that integrate multimodal rep-
resentations, and at the highest level creating the space in which mind events take
place (content of the mind is created). Edelman [96] uses the concept of first and
second-order re-entrant maps, and value/category combinations which takes place
at the intermediate “hypothesis” level in the Platonic model (Fig 1.2). Values pro-
vided by the emotional system may be included in the same way as other features
in this model.

Qualitative description of basic concepts: Platonic model provides a useful
language for description of mind events. Below some definitions and properties are
summarized.

• Mind objects are defined as points, sets of points or fuzzy areas representing the
probability density of combinations of features (or a subset of features) that fall
into a single category. Several prototypes may create a complex shape corre-
sponding to category that cannot be defined by simple enumeration of features
[90]. Some objects may continuously change into other objects (think about
color or emotions) in which case density will have maxima only in the sub-
space corresponding to labels (names) of the objects and change continuously
in other dimensions.
• Mind objects are represented by a “mind function” with the valueM(X (i))

proportional to the confidence of assigning the combination of features at the
point X (i) to certain object. In particularM(X) may be a sum of all joint
probability density functions for all objects contained in the mind space, with
X corresponding to all relevant features, including symbolic names treated as
one of the dimensions.
• Learning is equivalent to creation of new objects or to changing topographical

relations among existing objects of the mind space, i.e. in the longer time frame
the mind function changes with time. Topography may also be partially fixed
by a priori design (long time-scale evolutionary processes) or knowledge in
form of natural laws. Recognition or categorization of unknown combination of
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Fig. 1.2. Local feature spaces provide complex features for intermediate level, with compet-
ing local “hypothesis spaces” based on long-term memory, providing data for the highest-
level “mind space”.

featuresXk is based on gradient dynamics, i.e. finding a local maximum of the
mind function. Sometimes this local maximum is due to the name (symbolic
label of the object) only.

• Learning and recognition processes form together the static part of the model
which may be treated as a generalization of memory-based (exemplar or case-
based) methods used in artificial intelligence. Objects in the feature spaces are
equivalent to long-term memory traces and this part of the Platonic model works
as an associative memory. Practical realization of the static model is done by
neural network based on separable functions estimating joint probability den-
sities of inputs and outputs. Such realization allows for the fuzzy logic inter-
pretation. Static model should be sufficient to explain immediate (“intuitive”)
reactions in short-time frame experiments. “Intuition” is based on the topogra-
phy of the mind space and is successful if this topography correctly reflects true
relations between input structures.

• A collection of time dependent featuresX(t) of internal representation is iden-
tified with the “mind state” in a given mind space. An object represented by
the densityO(X (i)) is activated when the mind stateX(t) ∈ O(X (i)) points
at or belongs to it. Simple recognition and learning processes activate only one
object at a time but in the hierarchical model Fig. 1.2 each feature space has
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Fig. 1.3. Mind objects corresponding to psychological categories are not defined by simple
enumeration of features or sets of exemplars.

separate evolution providing information based on local mind states to spaces
higher in the hierarchy.
• Evolution of the mind state, including the dynamics of activation of mind ob-

jects, forms the dynamic part of the Platonic model. Mind states have inertia,
the tendency to stay inside mind objects, i.e. areas of highM(X). Momentum
of the mind state is proportional to the derivativeẊ(t) = ∂X(t)/∂t of the state
vector. One can treatV (X) = −M(X) as a potential function and during the
evolution of the mind state along the path from one object to another require
energy proportional to the differencemaxM(X) − minM(X). This energy
is provided either by external inputs or by the internal noise (cf. the role of
stochastic resonance in neural systems [101]).
• Transition probabilityp(A → B) from the mind objectA to the mind object
B is given by the conditional expectancy (cf. Sommerhoff [100]: “The brain’s
internal representations of the world consist of linked sets of conditional ex-
pectancies of the what-leads-to-what kind, which are in the main based on the
past experiences”. Knowledge is contained in the topography of mind spaces,
while reasoning and logic are approximations to mind state dynamics.
• Short-term memory (STM) mechanisms are identified with the highest “mind

space” level in the hierarchical Platonic model. Here new objects appear and
decay after a short time. Primary objects are composed of preprocessed sensory
data and are stored permanently after several repetitions in one or more feature
spaces. Secondary objects (for example mathematical concepts) are defined as
combinations of more abstract features and appear due to the internal dynamics
of the system. Although objects in many local feature spaces may be active at
the same time only a few will fit in the STM schemes based on expectations. At
this level mind space plays similar role to frames in artificial intelligence. Once



a partial frame is build feature spaces provide more details and the competition
among them is won by those that fit in the STM space (cf. [98]).
• Since STM capacity is limited creation of complex object relies on the “chunk-

ing” mechanism, which is the basic mechanism of creating higher levels of ab-
straction [2]. Symbols or linguistic labels are particularly effective (since they
are less fuzzy than other features, facilitating faster identification) in identify-
ing complex objects and whole subspaces, therefore chunking mechanism relies
primarily on symbols. Inductive learning and problem solving require structured
mind objects at the STM level. The dynamics at this level may use Evolving
Transformation Systems approach [70], which has quite natural geometrical in-
terpretation, including parametrized distance functions.

Full realization of the general model presented above is rather difficult, but par-
tial realizations may be sufficient to model some cognitive phenomena and is useful
in practical applications. Platonic model is an open system, with new subspaces
constantly added and deleted and the topography changed in the course of time. All
properties of this model result from approximations to neural dynamics, preserv-
ing more details than the finite state automata approaches. Low level feature spaces
are identified with the primary sensory data processing areas and topographic maps,
higher level feature spaces with higher level of processing (for example shape recog-
nition in the inferotemporal (IT) cortex [103]) or transcortical neural cell assem-
blies coding complex spatio-temporal memory traces such as iconic representations
or perception-action multidimensional objects. The forward cortical projections are
accompanied by prominent projections back to the original sites creating attractor
states involving top-down and bottom-up activations [104] which are modeled here
as links between feature spaces at different levels of hierarchy. The state of mind
is constantly changing due to the changing sensory stimuli (including the propri-
oceptive stimuli) and the internal noise in the system. In the absence of external
stimuli dreaming, day-dreaming, hallucinations, granularity of experience and other
such phenomena should be expected, depending on the level of noise and couplings
between the subspaces. At the highest level inductive learning processes give it the
capability to solve abstract problems.

Reduction of real microscopic neural dynamics to Platonic model should be
possible in a few simple cases, but in general such models may be build using phe-
nomenological data. It is interesting to note that common English language expres-
sions: to put in mind, to have in mind, to keep in mind, to make up one’s mind, be of
one mind ... (space) are quite natural in this model. Platonic model allows to discuss
mental events in a language close to psychology but using concepts that are justified
by neuroscience. As an illustration of use of the language presented here consider
the masking phenomenon [27] in which a disk is briefly shown on the screen. The
actual mind state is pushed by the external inputs in the direction of the object rep-
resenting perception of such disk (Fig 1.4), but because of the inertia of mind state it
takes about 500 ms to activate this object and send the information from the feature
space dealing with object recognition to the higher level mind space. The effect of
priming may shorten this time by placing the state of mind closer to the objects that



will be activated in near future. Once the object is activated it appears as the con-
tent of mind or conscious experience. The duration of the perceptual input has to
be sufficiently long to provide sufficient change of momentum (force) of the mind
state to reach and activate the object invoking perception of a ring. If it is too short,
or if after brief 30 ms exposure another object is briefly shown the mind state will
be pushed in direction of another object, without activation of the first one. This is
analogous to the scattering phenomena in physics and leads to masking of the first
stimuli by the second. The same analysis may be done at the level of neurodynamics
and attractors but connections with mental events are not so obvious as in the case
of Platonic model.
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Fig. 1.4. Illustration of the masking phenomenon.

Mathematical realization:
General description of the Platonic model given above admits several mathemat-

ical conceptualizations. I will make here some remarks on preferred choices, but at
this initial phase of development of the model one should keep many possibilities
open. First, feature spaces have axis with meaningful labels, therefore instead of
general linear space model dimensional spaces should be used. FunctionM(X i(t))
describing topography of the feature spaces has natural realization in form of a mod-
ular neural network. In particular it may be mixture density network modeling joint
probability distributions of the inputs. So far we have used the Feature Space Map-
ping (FSM) network [91] which is an ontogenic network (with variable number of
neurons) based on separable transfer functions. Radial functions may also be used,
although productsσ(x)σ(−x + θ) or combinationsσ(x) − σ(x − θ) of sigmoids
give greater flexibility [105].

Since objects in the feature spaces are modeled by fuzzy areas of non-vanishing
M(X) values, and associations among mind objects, corresponding to the transition
probabilities between different attractors, should be based on the distance between
them, selection of metric is of particular importance. There is no reason why transi-
tion probabilities should be symmetric or transitive, and in fact psychological exper-
iments with similarity judgments show that there is no such symmetry. This has been
a problem for Shepard [106], who proposed that the likelihood of invoking the same
response by two stimuli should be proportional to the proximity of these stimuli in a



psychological representation space. There are two simple solutions to this problem.
First, the use of local coordinate systems for each, or at least for some, objects in
feature spaces. The distance fromA toB is thus measured using local metric atA,
and the distance fromB to A using the local metric atB. From neurodynamical
point of view this is reasonable because activation of objectA, represented by local
neural cell assembly, spreads to other cell assembly representingB, and the time it
takes, proportional to the distance in the feature space, should be measured in the
local coordinate frame ofA. A mathematically well established approach is based
on Finsler spaces [102]. Distances are measured here by the action integral and may
directly be related to the transition times between different attractors. The idea of
Finsler geometry is simple: if time is used as a measure of distance (as is frequently
the case on the mountain paths) than the distance between two points connected via
a curveX(t) parametrized byt should depend not only on the intermediate positions
X(t+ dt) but also on the derivativėX(t).

s(A,B) =
∫ B

A

L(X(t), Ẋ(t))dt (1.2)

whereL() is the metric function (Lagrangian in physics). The distance between
A andB may than be taken as a minimum ofs(A,B) over all curves connecting the
two points, which leads to a variational problem (in physics this integral is called
“action” and all fundamental laws of physics may be presented in such variational
form). Finsler spaces seem to be sufficient for our purpose, with metric function
defined by the mind function:

s(A,B) =
∫ B

A

exp
[
α(∇M(X(t))2 − βM(X(t))

]
dt (1.3)

whereα andβ are constants and the gradient is calculated along theX(t) curve.
For flat densities (constantM(X)) s(A,B) is proportional to Euclidean distance,
for linearly increasingM(X(t)) it grows exponentially witht and for linearly de-
creasingM(X(t)) it grows slowly like1 − e−Ct. Finsler metric may be obtained
from psychophysical distance measures between different stimuli, which are de-
rived from similarity matrices applying multidimensional scaling (MDS) in low-
dimensional spaces, where the final dimension used should be sufficiently high to
minimize stress coefficient. How to find a metric for feature space directly from neu-
robiology? One may either derive it directly from the comparison of trains of im-
pulses [62], use population vector analysis [52], or use Bayesian analysis (Eq. 1.1).
In the last case the matrixP (s|r) may be subjected to MDS analysis in the same
way as the matrix of psychophysical responses. In phenomenological approach it is
the metric that determines the actualM(X) function values, since transition prob-
abilities should be proportional to distances rather than values of the mind function
itself. From neurobiological point of view strong association between two objects
is related to large transition probability between corresponding attractors, and this
in turn should mean that the two representations use partially overlapping sets of
neural cells [18].



For all stimuli (input states)X ∈ O(A1) belonging to the basin of attractorA1

averaged responsesY of neurodynamical system are obtained (for example, using
Bayesian analysis). Although the basin of attractorO(A1) is really defined in the
very high-dimensional space of neuron activities it is represented here by the value
(density) ofM(X,Y ) function in the low-dimensional(X,Y ) space. One way to
do it is to measure the transients (the time that is needed to reach an attractor) from
a given initial value ofX and average them over different internal states. All points
belonging to, or very close to, an attractor identified with the responseY are rep-
resented by an area in whichM(X,Y ) has large constant value. The distance (in
Finsler metric sense) between the point(X,Y ) and the area representing attractor
should be equal to the value of the transient. For simple dynamical systems we have
defined theM(X,Y ) values in such a way that the number of steps in a simple
gradient dynamics searching for maximum ofM(X,Y ) by moving a fixed step size
in the direction of largest increase (gradient) is equal to the number of iteration
steps needed to reach an attractor. The gradient dynamics stops at the flat area of
M(X,Y ) corresponding to the points that are sufficiently close to an attractor. In
this case different objects in the feature space, corresponding to different attractors,
are infinitely far from each other. The decision borders between different basins of
attractors in the feature space are not so sharply defined as in the space of neuron
activations. This is due to the averaging over internal neural variables and leav-
ing only the input/output variables in the feature space. Adding some noise to the
dynamics reduces distances since transition probabilities to go from one object to
another increases.

How to find an approximation to neural dynamics and replace it by simpler
dynamics in feature spaces? Symbolic approach to dynamics, although a drastic
simplification, gives very interesting results even for chaotical systems [99]. Cell
mapping method of Hsu [107] is also useful in characterization of dynamical sys-
tems. Approximations to neurodynamics introduced here may use simplified tra-
jectories provided by cell mapping or symbolic dynamics. As a final simplification
step that completely abandons the original dynamical approach transition probabil-
ities between attractors or between objects in feature spaces (in presence of noise)
should be computed, leading to the probabilistic finite state automata. Once tran-
sition probabilitiesp(A → B) are computed stochastic dynamics between finite
states may be reintroduced. It is interesting to contemplate a quantum-like for-
malism in which such probabilities are computed as an integral between two ob-
jects in the feature space using a suitable operator representing momentum, i.e.
p(A→ B) =< M(A)|P̂ |M(B) >.

Is this sufficient? It is useful to discriminate between the static and the dynamic
cognitive functions. Static functions are related to the knowledge that is readily
available, intuitive, memory-based, used in recognition and immediate evaluation.
Dynamic functions of mind are used in reasoning and problem solving. The mind
space approach is sufficient to describe the static aspects of human cognition. How
well can the dynamical aspects of human thinking and problem solving be modeled
using such systems? Many problem solving tasks, such as playing chess, seem to be



based on a large memory (large number of mind objects) and on a memory-based
reasoning [97] with a rather limited exploration of the search space. Memory-based
reasoning is related to probabilistic neural networks and outperforms in many cases
other learning methods, including neural networks [97]. It is not yet clear how much
human thinking is dominated by learned skills; transfer of general thinking skills
seems to be an illusion and some experts even ask if humans are rational at all [85].
In any case, adding hidden dimensions (corresponding to internal features that in-
fluence the dynamics but are not accessible through inputs or outputs of the system)
allows to model arbitrary transition probabilities (associations of mind objects).

Related work and possible extensions Several ideas in the literature seem to
point in the same direction as the Platonic model. As already mentioned Ander-
son and van Essen [59] regarded the firing rates as sampling of probability den-
sity functions, and objects in feature spaces are essentially such densities. In the
perception-related similarity experiments discussed by Shepard [108] psychologi-
cal representation spaces were always low-dimensional. In rotation-invariant object
recognition experiments Edelman, Intrator and Poggio [109] obtained quite good
results using nearest-neighbor similarity based computations, while a small number
of principal component basis functions was sufficient for high accuracy of shape
recognition. In vision problems although the measurement space (number of recep-
tive fields) is huge internal representation of shapes seems to be low dimensional
because many real world tasks have intrinsic low dimensional representations [89].
Processing of spatial information by the sensory and motoric systems is basically
three-dimensional, although the number of internal dimensions (degrees of free-
dom) is very large – many muscles work synchroniously in simplest tasks, therefore
it should be possible to describe neural activity controlling the movements using
low-dimensional hypersurfaces in the huge state space. In philosophy the idea of
conceptual spaces is pursued by Peter G¨ardenfors and his collaborators in Lund6

[112].
In linguistics the idea of mental spaces, called also conceptual spaces or feature

spaces, is well established may be dated back to William James. The problem of
finding meaning of words (semantics) and the related problem of word sense dis-
ambiguation requires taking context into account. A simple simulations (W. Duch
and A. Naud, unpublished) shows that representation of words as objects in feature
spaces allows to explain human similarity judgments. In an experiment by Ripps
et.al[113] subjects rated relations between pairs of words that were names of 13
birds and 12 mammals. These authors proposed a feature comparison model of
concept representation which would require rather complex neural processes act-
ing on representations. We have used 30 verbal descriptions of the same animals
creating their prototype representations in feature space and comparing the multidi-
mensional scaling maps obtained from experimental similarity data and from com-
puted distances in the feature space. The two maps show high degree of similarity,
including higher order category formation (for example goose, duck and chicken
are close together indicating a household bird category) Similarity ratings between

6 see http://lucs.fil.lu.se/Projects/Conceptual.Spaces/



different categories of animals may therefore be explained on the basis of their dis-
tances increasing our confidence in models of categories based on feature space
objects. Similar word-sense maps were obtained by Ritter and Kohonen [114] using
the Self-Organizing Map, although no comparison with real psychological data was
made.

The cost function that we use to measure topographical distortion of the low-
dimensional representation of high-dimensional input data:

0 ≤ Dn(r) =
N∑

i>j

(Rij − rij)2
/

 N∑
i>j

r2ij +
N∑

i>j

R2
ij


 ≤ 1 (1.4)

is different than used in MDS (cf. [108]). Herer are distances in the target space
(minimization parameters) andR are distances in the input space. Although we do
not have good quantitative measure of the absolute amount of information stored in
a particular pattern of memory traces this measure estimates the loss of information
when low-dimensional representations are used. Another way of representing the
proximity of concepts is by using the popular “mind maps” [118], or graphs con-
necting related concepts. Such concepts are represented in the mind space by objects
overlapping in several dimensions.

The problem of deep semantics across heterogeneous sources has become espe-
cially acute in the Digital Library Initiative7, a large-scale project aimed at building
digital repositories of scientific and engineering literature. Searching for information
in related fields the meaning of keywords is captured using concept spaces, based on
co-ocurrence analysis of many terms. This approach is in fact a very simple version
of the Platonic model in which objects are represented by single points (vectors) in
Euclidean spaces, but for this particular application it is quite effective. In 1995 two
symposia on semantic spaces were organized: “Developing Cognitive and Neural
models of High-dimensional Semantic Space”, in Montreal, Quebeck, and “Using
High-dimensional Semantic Spaces Derived from Large Text Corpora”, during Cog-
nitive Science Conference in Pittsburg8. Semantic spaces are used for modeling of
lexical ambiguity, typicality effects, synonym judgments, lexical/semantic access,
priming effects, semantic constrained in parsing and many other linguistic phenom-
ena. HAL, or the Hyperspace Analog to Language, is a model of semantics based
on analysis of very large text corpus [110]. Conceptual spaces are used to solve the
co-reference problems [111].

Platonic model may also include a subspace for emotions. In a paper by Yanaru
et.al[115] an “engineering approach” to emotions has been presented. 8 primary
emotions (joy, anger, expectation, hate, sadness, fear, surprise, acceptance) are used
to define 68 linear combinations corresponding to “mixed emotions”. The goal of
this approach is to be able to predict the change of emotional state when prompted
by external inputs (words, sentences, advertisements). However, linear approxima-
tion for mixture of emotions used in their approach is not justified (for example,

7 See http://www.grainger.uiuc.edu/dli/
8 see http://locutus.ucr.edu/hds.html



rage may quickly replace fear) and the method of assigning the weights to pure
emotions was quite subjective. Despite these shortcomings the task of representing
the emotional space and analysis of emotion dynamics by following the trajecto-
ries in such space may at least partially be feasible. Moreover, it seems possible to
connect results of psychological experiments with EEG measurements allowing to
differentiate between emotional states of subjects [116]. Two approaches for deter-
mination of the topography of emotional space from psychological observations are
proposed here.

The first approach requires a series of stories, or maybe cartoons or videos,
showing some typical situations in which people may feel a particular emotion. The
subject is asked to identify him/herself with one of the characters of the story and
express different degrees of pure emotions at the end; for example, telling a short
story that describes a serene nature place, relaxing there, contemplating nature, lazy
thought coming through our head, we may try to create an atmosphere of calmness
and than ask people to express the degree of their pure feelings in such a situation
on a scale: very much, much, some, little, not at all. After presenting many such sto-
ries, some of them trying to recreate in different wordings the same emotions one
could analyze the resulting vectors to see if a hypothesis that they form different
clusters is justified, or to create a fuzzy representation of mixed emotions. Such a
representation is created by taking results collected for a single mixed emotion, tak-
ing each of the eight pure emotion component for such mixed emotion and fitting
one-dimensional Gaussian function to it, recovering both the mean value and the
dispersion of the pure emotion content. The total representation of mixed emotion
will then be given by 8-dimensional Gaussian function, with the highest density
around the most probable values (means) of the pure emotion components. After
renormalization of such a function it could serve as a probabilistic description al-
lowing to answer question like: given an observation (a vector of pure emotions),
to what degree can it be classified as mixed emotionX? The total emotional space
containing all 68 Gaussian representation of mixed emotions will then represent the
posterior probabilityP (X |V ), i.e. given observationV , what is the probability that
it is an emotionX ?

The second approach is quite different and relies on the similarities of emotions.
Each subject is given a list of words designating mixed emotions and after some time
of preparation to get familiar with all these descriptive words a question is asked:
what emotions are most similar toX? Please list 10, placing the most similar at the
top of your list. The same question is asked about all emotions. At the end of exper-
iment similarity matricesS(X |Y ) are obtained, showing how similar are two emo-
tionsX andY . This data is then used to create a list of clusters in the 8-dimensional
space using multidimensional scaling, i.e. trying to preserve the relative distances
between all concepts. A proper rotation and rescaling may be necessary to align the
axis of such representation with the pure emotion axis coordinate system. In effect
emotional space is obtained, with centers of clusters defined by the similarities. It
may be converted to a probabilistic space by placing multidimensional Gaussians
at these centers and defining the dispersions using the nearest neighbor criteria. It



should be very interesting to compare results coming from these two approaches -
how similar will be the final spaces ?

Van Loocke presented a connectionist approach to the dynamics of concepts
[117]. It would be interesting to repeat some of his results using the Platonic mind
model. All applications mentioned above are only special cases of the static version
of the Platonic model using symmetric metric functions. Below I will show one par-
ticular realization of the static version of the model and then present an application
of this model to psychology.

1.4 Feature Space Mapping network.

A natural practical realization of the static version of the Platonic model is obtained
by a modular neural network, with nodes specializing in description of groups of ob-
jects in the mind space (coded in different attractor states of the same transcortical
neural cell assembly). The function of each node of the network is an approxima-
tion to the activity of an attractor neural network, or a fragment of the neocortex
that responds to stimulations by stable reverberations of persistent spiking activity.
Nodes of such network do not represent single neurons but rather averaged activ-
ity of neural cell assemblies. Such network may be considered from several points
of view: as a neural network based on estimation of joint probability densities, as a
fuzzy expert system based on representation of knowledge by fuzzy sets or as a gen-
eralization of memory-based approaches in which exemplar and prototype theories
of categorization [90] find natural extension.

Feature Space Mapping (FSM) network [91,92] has some unique properties,
rather different from those of most artificial neural network models. The goal is to
create a feature space representation of the incoming data, therefore flexible func-
tions with small number of adaptive parameters should be used as node transfer
functions. As a first step rough description of the topography of the mind space is
created using clustering techniques based on dendrograms or decision trees [121].
To avoid large matrices of distances in the dendrogram method for large input
datasets resolution of the data vectors is decreased using integer arithmetics until
the number of distinct data vectors becomes manageable. Small number of impor-
tant nodes are created in this phase using training data and additional symbolic
knowledge. The FSM network receives input vectorsX as well as desired outputs
or classesY (if known) and finds local maximaM(X ′, Y ′), where the value of the
function determines the confidence of classification (Fig. 1.5). In the learning phase
new nodes are added and existing nodes are modified to account for the new data.
Finally in the decision phase either the most probable mapping is derived from the
local maxima ofM(X,Y ), class and confidences values determined or logical rules
(fuzzy or crisp) realized by nodes extracted from the network. There is no division
between supervised or unsupervised learning since any partial input is used to im-
prove the mind space topography in the subspace in which it is defined. Completion
of partially known inputs or inverse problems are treated in the same way as simple



classifications, i.e. by finding the local maxima ofM(X,Y ) function first in the
subspace of known inputs and then in the remaining dimensions.

Final
identification

Logical module

y-identification module

x-identification module

Fig. 1.5. Structure of the FSM network: two recognition and one logical module.

Preliminaries: given a set of training examplesD = {X k, Y k} createM(X,Y ;P )
in a network form (P are parameters), giving outputs approximating the landscape
of the joint probability densityp(X,Y |D). FunctionM(X,Y ;P ) should be neither
equal to, or proportional to, this density; all that is required is that the maxima of
conditional probabilitiesYp(X) = maxY p(Y |X,D) agree with the corresponding
maxima ofM(X,Y ; θ) obtained by calculation ofYM (X) = maxY M(X,Y ; θ).
This task is simpler than the full estimation of joint or conditional probabilities.

Processing functions: FSM uses separable processing functions for description
of fuzzy data in the mind space (in this section the mind space and the feature space
are synonymous). In the special case when gaussian processing functions are used
by the network nodes (gaussians are the only radial basis functions that are sepa-
rable [119]) this model belongs to the family of the growing and shrinking Hyper
Basis Function (HBF) networks, such as RAN networks [120]. Separable transfer
functionss(X;P ) =

∏
i = 1Nsi(Xi;Pi), whereP signifies the set of adaptive

parameters, are chosen because: 1) they allow for easy calculation of projections of
N-dimensional objects on arbitrary subspaces, thus facilitating learning and recog-
nition in lower-dimensional subspaces; 2) they allow for fuzzy logic interpretation,
with si(Xi;Pi) being local membership functions (the concept of local membership
functions is context-dependent extension of the usual fuzzy logic membership func-
tions); 3) separable functions are more flexible than radial basis functions [105]. In
particular in FSM biradial transfer functions are used:



SBi((X; t,b, s) =
N∏
i=1

(α+σ(esi · (Xi−ti +ebi)))(1−βσ(esi · (Xi−ti−ebi)))

(1.5)
This function does not vanish for large|X |, for α = 0, β = 1 it becomes

localized while forα = β = 0 each component under the product turns into the
usual sigmoidal function. The first sigmoidal factor in the product is growing for
increasing inputXi while the second is decreasing, localizing the function around
ti. Shape adaptation of the density provided by this function is possible by shifting
centerst, rescalingb ands. Product form leads to well-localized convex densities of
biradial functions. Exponentialsesi andebi are used instead ofsi andbi parameters
to prevent oscillations during the learning procedure.

These functions are more flexible than Gaussian functions in description of mul-
tidimensional densities of arbitrary shapes. Each variableX i defines a new dimen-
sion, the data vectorX is a point in the feature space and the input data vector
together with the associated uncertainties of the inputs defines a fuzzy region in the
feature space, described by the combination ofs(X;P ) functions. We have com-
pared the convergence of various neural networks on classification and approxi-
mation problems and found biradial functions to be superior ([105] and work in
progress). Moreover, increasing the slopes of these functions they may be changed
into a window like rectangular functionsL(X i; ti, t′i) = σ(Xi)(1− σ(Xi +B))→
Θ(Xi)(1 − Θ(Xi + B)) (whereΘ is a step function) and thus allow for a smooth
change from fuzzy density contours to cuboidal, or from fuzzy logic rules to crisp
logic.

Rotation of densities. An important drawback of RBF and other density net-
works is their inability to use rotated densities in high-dimensional spaces and thus
provide simple description of skewed distributions. TheN ×N rotation matrix op-
erating on the inputsRX is very hard to parametrize withN−1 independent angles
(Euler’s angles) and calculate the derivatives necessary for the gradient optimization
procedures. In practice covariance matrices in Mahalanobis distance calculations
are always diagonal (except in a few dimensional spaces). Using separable func-
tions one can easily cut in N-dimensional space a “slice” of density perpendicular
to the direction specified by a vectorK:

S(X; t, t′,K) = L(KX, t, t′)
N−1∏
i=1

L(xi, ti, t′i) (1.6)

We use rotations in the initialization phase as well as in the learning phase.
Learning: Since training of networks with fixed architecture is NP-hard [123], a

robust constructive algorithm is used to build the FSM network. In the constructive
algorithm performance is checked on the validation dataset and training is stopped
when performance decreases, obtaining complexity of the network that is close to
optimal.



Parametert numbers the training epochs, parameterτk is a “local time”, growing
differently for each network node. One of the problems with RBF networks is their
inability to select relevant input features. In FSM feature selection is performed by
adding penalty term for small dispersions to the error function:

E(P ) = E0(P ) + λ

N∑
i

1/(1 + σi) (1.7)

whereE0(P ) is the standard quadratic error function andV represents all adap-
tive parameters, such as positions and dispersionsσi = |bi − b′i| of localized units.
The sum runs over all active inputs for the node that is the most active upon presen-
tation of a given training vector. The penalty term encourages dispersions to grow
and if σi includes the whole range of input data the connection toX i is deleted.
Formally we could assign the weightsWi = 1/(1 + σi) to theXi input connec-
tions and minimize the sum of weights. After the training each node has class label
and has localized density in relevant dimensions of the input subspace (and con-
stant density in irrelevant dimensions). An alternative approach to modification of
the error function is to expand dispersions after several training epochs as much as
possible without increasing the classification error. After initialization of the FSM
architecture and parameters learning algorithm proceeds as follows:

1. Increase all dispersions untilM(X ;P ) > 0.5 for all training vectorsX ; in
this way approximation to the probability densityp(X |D) is more smooth and
nodes covering outliers are not created.

2. Estimate dispersionsσini for each class. This is used to create new nodes. Esti-
mated dispersions are slowly decreased during training increasing precision of
classification borders.

3. Start of the learning epoch: read new data vectorX ; find the nodeN k that is
maximally active; find the nodeN ′

k of the same class asX and closest toX
(andNk �= N ′

k).
4. If N ′

k andNk belong to the same classC and the activity ofG(Nk) is greater
than a given threshold (experience shows that 0.6 is a good value) there is no
need for further optimization and the program goes back to step 3; otherwise
parameters of theNk node are optimized:

mk ← mk + 1 (1.8)

Wk ← Wk + η · (C −M(X;D, σ)) · ∇WM(X;D, σ) (1.9)

Dkj ← Dkj + γ(t) · (Xj −Dkj)/mk (1.10)

σkj ← σkj + α(t)(1 −G(X;Dk, σk))|Xj −Dkj | (1.11)

α(t) ← Λ(1 + (t− τk)/ε)−2 (1.12)

γ(t)← Γ (1 + (t− τk)/ε)−1 (1.13)

Hereε is about 100 (time in epochs) and is constant,Λ andΓ are also constants.
The “mass”mk of nodes is set to zero at the beginning of each epoch. Node that



is selected frequently gains a large mass and its parameters are changed more
slowly.

5. IfN ′
k andNk belong to different classes check two conditions: is||X−D(Nk)|| >

σ(Nk)
√
ln(10), i.e. is the new vectorX sufficiently far from the center of the

nearest cluster? If yes, checkG(Nk) < minact, i.e. does the activity of the node
exceed certain minimum? minact is set to 0.2 at the beginning of training and
after some time, when learning slows down, it is decreased by two. If both con-
ditions are fulfilled create new node;
otherwise go back to 3.

6. Create new node: initial parameters are:Dc = X; Wc = C − M(X;D, σ).
Initial values of dispersion componentsσci are set toσini if |Dci − Dki| >
σki + σini, i.e. if the nearest center is far enough to assume standard initial
dispersion; otherwiseσci = |Dci −Dki|.

7. The second most excited node is also optimized if it belongs to a different class
than the most excited node. Three cases are distinguished: if the vectorX is
within the range of this node, i.e.||X−D||) < σ, dispersion of the node is
decreased:

σk = σk − ϑ
G(X;D, σ)(|Xk −Dk|)− σk)

1− (t− τk)/ε
; τk = τk + (t− τk)/2 (1.14)

If the vectorX is not within the range of the second most excited node, and the
node’s activityG(X;D, σ) is greater than some threshold (we use 0.6 for this
threshold):

σk = σk − ϑ
G(X;D, σ)σk

1− (t− τk)/ε
; τk = τk + (t− τk)/2 (1.15)

Finally if the node is far and is not excited so strongly its dispersion is decreased
by:

σk = σk −G(X;D, σ)σk; τk = τk + (t− τk)/2 (1.16)

Remarks on the learning procedure:
Increasing the number of nodes leads to 100% classification accuracy on the

training set, overfitting the data. The simplest way to avoid it is to assume lower
goal for accuracy and check the performance on a test dataset. This requires several
stops and checks while the networks adapts itself more and more closely to the
data. For small datasets an alternative approach based on maximum certainty may
be recommended, since it requires only training data.

After the training epoch is finished the qualityQk of each nodek is estimated by
dividing the number of correctly classified vectors through the number of all vectors
handled by this node (i.e. vectors for which this nodes was a winners and its activity
exceeded certain threshold). Classification results may improve if dispersions are
reduced after each epoch byσk = σk − (1 −Q)σk. Some units may have changed
so much that they do not classify any vectors at all, or their qualityQ is close to



zero. Such nodes are removed from the network, allowing it to grow more “healthy”
nodes in other areas of the input space. Sometimes restricting the number of nodes
created in each epoch leads to smaller networks, but it may also lead to slower
learning without any gains. Distance||X−D(Nk)|| does not have to be Euclidean.
If two nodes show almost equal activity and one of them belongs to the wrong class
it is selected as the winner to allow further adaptation.

Missing values in input are handled using linear search strategy, as described in
[91]. To simplify searching in complex, real time classification tasks a hierarchical
approach may be used. Dendrograms identify superclusters represented by nodes
with large dispersion. Activation of a few such supernodes is checked first and only
the nodes with densities contained in the winner node are searched further. Search
time may always be reduced to thelog of the number of network nodes.

FSM as fuzzy expert system. Representation of data by fuzzy regions of high
density in the mind space make the FSM system equivalent to a fuzzy expert system.
The rules of the fuzzy expert systems are of the following type:

IF (x1 ∈ X1 ∧ x2 ∈ X2 ∧ ...xN ∈ XN )
THEN(y1 ∈ Y1 ∧ y2 ∈ Y2 ∧ ...yM ∈ YN ) (1.17)

The rules in fuzzy expert systems are unique, i.e. the same IF part should not
have a few different THEN parts. These rules may be directly programmed in the
FSM network if many outputs from network nodes are allowed. More general rules:
IFX ∈ CXTHENY ∈ CY may also be used in the FSM system. FSM system
may contain a number of recognition, or identification, modules and some modules
implementing logical operations (Fig. 1.5). This design corresponds to a number
of separate mind spaces, each with its own coordinate system based on the unique
input features. The results of identifications in these mind spaces are integrated in
spaces that are higher in the hierarchy.

A number of logical problems have been solved using FSM density estima-
tion as a heuristic in the search process. For example, representing discrete changes
of variables for any additiveA = B + C, multiplicativeA = B · C or inverse
additiveA−1 = B−1 + C−1 law as∆A = + for increase,∆A = − for de-
crease and∆A = 0 for no change 13 out of 27 facts in 3-dimensional feature
space(∆A,∆B,∆C) are true (for example∆A = 0 if both∆B = ∆C = 0). If
many such laws are applicable forN variables out of3N possible solutions only
a few are in agreement with all laws. For example, ifA1 = f(A2, A3);A2 =
f(A3, A4)...AN−2 = f(AN−1, AN ) the number of possible solutions is4N + 1,
for a largeN being a negligible fraction of the3N possibilities. FSM can create the
mind space corresponding to product of densities generated by allA = f(B,C)
laws and use it effectively in a task completion task. An application to the analysis
of a simple electric circuit using network that knows Ohm and Kirchoff laws [91]
shows how such symbolic knowledge helps to find a solution to a problem that for
most neural networks is quite difficult.



In input-completion problems, where only some elements of the input vectors
are defined, separable functions allow to find a projection of mind objects on a sub-
space of the known inputs first – unknown factors are temporarily dropped from
the product 1.5. Once a point in this subspace is fixed unknown inputs are found
by a one-dimensional line search procedure restricted to these nodes only that gave
non–zero projections. For noisy inputs and large networks the complexity of search
in high dimensional mind spaces is reduced using the dynamical scaling technique.
If gradients of theM -function at pointX are small, making the nearest mind object
hard to find, fuzziness of all mind objects is temporarily increased at the beginning
of the search, leaving only a rough representation of mind objects. This corresponds
to the initial orientation step in human information processing, determining what
the problem is about. After the local maximum of theM-function is found the FSM
system focuses on the problem by changing the fuzziness of all objects to stan-
dard values and performing more detailed search using only a subset of all network
nodes. In a typical classification or input completion problems most nodes use local-
ized functions and identification of nodes that contribute to non-zeroM(X) value
is easy. Several answers to the problem may be found by temporarily switching off
the nodes representing mind objects found so far and repeating the search proce-
dure. FSM may also answer questions of the type: find all objects similar toX and
evaluate their similarity.

In addition local two-dimensional maps of the mind space objects around the so-
lution found help to visualize the multidimensional relations among mind objects.
These maps are obtained by minimization of the measure of topography preservation
Eq. 1.4. FSM network has been applied to a number of classification problems, log-
ical rule extraction, task completion problems and logical problems [92,122] with
very good results. To summarize, the Feature Space Mapping model is an ontogenic
density network realization of the static part of the Platonic model. It allows for a
direct modeling of the mind (feature) spaces with crisp or fuzzy facts, using training
data or laws constraining possible values of inputs. It enables symbolic interpre-
tation of the objects stored in feature spaces. Generalization is controlled by the
degree of fuzziness that may be changed globally or locally, associations are based
either on the distance between mind objects (more precisely, between local maxima)
or on the overlaps of the densities representing mind objects. Initialization is based
on clusterization, learning is done by a combination of supervised and unsupervised
techniques, adding more nodes or removing existing nodes of the network if nec-
essary, with changes of network parameters restricted only to those nodes that have
influence on the neighborhood of new data. Implementation of typical expert sys-
tem production rules is straightforward. Reasoning and input completion tasks are
solved using one-dimensional line searches, focusing on a single unknown variable
each time although gradient techniques are also applicable. Formation of categories
and metaconcepts for groups of objects is possible by investigating their projections
on various subspaces. Complexity of this network scales at most linearly with the
number of training data and parallel implementation is not difficult.



1.5 Categorization in psychology: a challenge

It would be very interesting to analyze a higher order cognitive task at different
levels, starting with the brain dynamics and going up to psychology, comparing re-
sults at each level and trying to find links between different levels of explanation.
Categorization, or creation of concepts, is one of the most important cognitive pro-
cesses. Although current research on category learning and concept formation fre-
quently ignores constraints coming from required neural plausibility of postulated
mechanisms there is enough experimental data from psychology, brain imaging and
recordings of neural activity [51] during category learning tasks in monkeys to make
the understanding of category learning from several perspectives a great challenge
for cognitive sciences in the next few years. In this section a sketch showing how
to use Platonic model as an approximation to neurodynamics to explain results of
category learning in psychology is presented.

Although the exemplar theory of categorization is usually presented as an alter-
native to the prototype theory [90] neurodynamics lies at the basis of both theories.
Since neural dynamics in biological networks is noisy (due to spontaneous back-
ground cortex activity and other sources) several similar exemplars become so fuzzy
that a single prototype is formed. To see it clearly a complementary description via
feature spaces is helpful. Several models of categorization of perceptual tasks have
been compared by Cohen and Massaro [124], including Fuzzy Logical Model of
Perception (FLMP), Gaussian Multidimensional Scaling Model (GMM), Theory of
Signal Detection (TSD), Feedforward Connectionist Model (FCM) and Interactive
Activation and Competition Model (IAC). All these models predict probabilities of
responses in a prototypical two and four-response situations in an almost equivalent
way.

A classic category learning task experiment has been performed by Shepard
et.alin 1961 [127] and replicated by Nosofskyet.al[125]. Subject were tested on six
types of classification problems for which results were determined by logical rules.
For example, categories of Type II problems had the XOR structure (i.e. XOR com-
bination of two features determines which category to select) that may be described
by the following dynamical system:

V (x, y, z) = 3xyz +
1
2

(
x2 + y2 + z2

)2
(1.18)

ẋ = −∂V
∂x

= −3yz −
(
x2 + y2 + z2

)
x

ẏ = −∂V
∂y

= −3xz −
(
x2 + y2 + z2

)
y (1.19)

ż = −∂V
∂z

= −3xy −
(
x2 + y2 + z2

)
z

Such equations may be found assuming that



Ẇ = − ∂V
∂xi

(1.20)

V (x1, x2, x3) =
∑
ij

λijxixj +
∑
ijk

λijkxixjxk +
∑
ijkl

λijklxixjxkxl (1.21)

and training this 117 parameter system using the XOR training data. We may
write such dynamical equations for all category learning tasks. Although the dy-
namics of the brain during category learning is not so simple we may treat the equa-
tions given above as a canonical or prototype dynamics for all tasks where decision
is based on the XOR rule. Although we do not know the exact equations governing
brain dynamics in category learning these equations may be simplified to this pro-
totype dynamics, with two inputs and one output. In this example, as well as in the
remaining five types of classification problems of Shepardet.al[125], it is possible
to follow the path from neural dynamics to the behavior of experimental subjects
during classification task.

The system 1.18 has 5 attractors(0, 0, 0), (−1,−1,−1), (1, 1,−1), (−1, 1, 1),
(1,−1, 1); the first attractor is of the saddle point type and defines a separatrix for
the basins of the other four. Such dynamical system may be realized by different
neural networks. Starting from examples of patterns serving as point attractors it is
always possible to construct a formal dynamics and realize it in the form of a set of
frequency locking nonlinear oscillators [84].

It is convenient to describe this categorization problem in a feature space. In case
of Shepard experiments [127] it contains axis for shape, color and size. Our goal is
to illustrate neural dynamics as a process in the feature space. Is it possible to distin-
guish between categorization based on prototypes and exemplars? In the first case
basins of attractors should be large and the corresponding objects in feature spaces
should be large and fuzzy. A prototype is not simply a point with average features
for a given set of examples, but a complex fuzzy object in the feature space. If cat-
egorization is based on exemplars there are point-like attractors corresponding to
these exemplars and the feature space objects are crisp. Intermediate cases are also
possible, going from set of points representing exemplars, to a fuzzy object contain-
ing all the exemplars. Although representation is different both theories may give
similar behavioral results if processes acting on these representations are different.
Noise in neural system will destroy weak local attractors, changing a set of localized
objects representing exemplars to a fuzzy prototype with some internal structure.

Our goal is to show how neural dynamics is connected to processes in the fea-
ture spaces. Neural dynamics models physical processes at the level of brain events
while feature spaces model mental processes providing precise language to speak
about the mind events. Psychological models of categorization should be justified
as approximations to real neural dynamics. Attractors activated by specific inputs
Xinp divide the input space into areas corresponding to basins of different attrac-
tors. For example, a cortical microcolumn may learn to solve the A.XOR.B problem
establishing attractors presented in Fig. 1.6. In the input space (feature space) the



four vertices of the cube represent the shortest transients of the phase space tra-
jectories and the basins of attractors belongs to the neighborhood of these vertices.
Introducing the density of feature space objectsM(S) proportional to the length
of transients of the neural dynamics (the time it takes to reach an attractor from a
given initial conditionsS0 neural dynamics defined by the activity of a large number
of neurons may be approximated by simple gradient dynamics in the feature space
[126]. Equations Eq. 1.18 were solved for large number of points in a cube twice
as large as the unit cube and for each initial point the number of iterations in the
Runge-Kutta procedure needed for convergence to the point attractor were recorded
in a three-dimensional matrixT (xi, yj, zk) (Duch and Kisielewski, in preparation).
These values were fitted to several functionsM(x, y, z), with best results (accuracy
within a few percent) obtained by using hyperbolic tangent basis functions. Original
dynamics based on differential equations was than replaced by the gradient dynam-
ics, with most trajectories looking very similar to the original ones. It should be
quite interesting to model the development of these attractors (mind objects) during
learning.

(0,1,1)

(1,0,1)

(0,0,0)

(1,1,0)

Fig. 1.6. Direct representation of the attractors in the XOR problems. The density of localized
function at a given point depends on the time to reach an attractor from such initial conditions.
Arrows show local gradients of this density.

Inverse base rate effects. People learn relative frequencies (base rates) of cat-
egories and use this knowledge for classification. This is known as the base rate
effect. Frequently repeated stimuli create deep basins of attractors (large densities
of feature space objects). The size of these basins depends on the inherent noise and
variability of the stimuli. Such effects are relatively simple to model. The inverse
base rate effect [128] shows that in some cases predictions contrary to the base rates
are made. Names of two diseases, C (for Common) and R (for Rare), are presented
to participants, the first linked to symptoms I and PC, and the second I and PR.
Thus PC and PR are perfect predictors of the disease C and R. Associations (I,PC)
→ C are presented 3 times more often than (I,PR)→ R. After a period of learning
participants are asked to predict which disease corresponds to a novel combination
of symptoms. For a single symptom I most (about 80%) predict C, in agreement



with the base rates. For combination of symptoms PC+I+PR most (60%) choose C,
again with agreement with the base rates. However, 60% participants associate the
combination PR+PC with the disease R, contrary to the base rate expectations. For
many years this effect has eluded explanation until Kruschke and Erickson [129]
have introduced a model integrating six psychological principles of human category
learning: error-driven association learning, rapid shift of attention, base rate learn-
ing, short term memory effects, strategic guessing and representations based on ex-
emplars and their fragments. While strategic guessing in novel situations (assigning
novel stimuli to still-to-be-learned categories) is certainly a higher order cognitive
process all other principles may be absorbed in construction of representations of
categories rather than in processes acting on these representations.

Neurodynamical point of view Psychological point of view

Learning Learning
I+PC more frequent →
stronger synaptic connections, larger
and deeper basins of attractors.

Symptoms I, PC typical for C because
they appear more often.

To avoid attractor around I+PC leading
to C deeper, localized attractor around
PR is created.

Rare disease R - symptom I is mislead-
ing, attention shifted to PR associated
with R.

Probing Probing
Activation by I leads to C because
longer training on I+PC creates larger
common basin than I+PR.

I → C in agreement with base rates,
more frequent stimuli I+PC are re-
called more often.

Activation by I+PC+PR leads more
frequently to C because I+PC puts the
system in the middle of C basin.

I+PC+PR→ C because all symptoms
are present and C is more frequent
(base rates again).

Activation by PR and PC leads more
frequently to R because the basin of at-
tractor for R is deeper.

PC+PR → R because R is dis-
tinct symptom, although PC is more
common.

Table 2. Comparison of neurodynamical and psychological points of view in the
inverse base rate problem.

The answers are determined by the sizes of the basins of attractors corresponding
to shapes of objects in the feature space. The memory function describing these
objects may be fitted to obtain observed probabilities of answers, as is usually done
in psychological modeling [124]. Unfortunately they are defined in 4-dimensional
space and are therefore hard to visualize. The C basin is larger, extends between
I and PC+I vertices, forcing the R basin to be flatter and be closer to the PR+PC
vertex than the C basin is, leading to the inverse base rate effect. Processes acting
on representations in feature spaces define physics of mental events, with forces
reflecting the underlying neural dynamics. In the absence of cues the state vector
S(t) moves randomly in the feature space. Base rate effects influence the size of the
basins of attractors (size of the feature space objects). Specifying value of a feature
that frequently appears in combination with other features gives momentum to the



state vector in the direction parallel to the axis of this feature, initiating a search for
a value of unspecified features. The neurodynamical point of view reduced to the
feature space and the psychological point of view are compared in the Table here.

Using simulations of the inverse base rate effect tasks we can make one novel
prediction: weak effects due to order and timing of presentation (PC, PR) and (PR,
PC), due to trapping of the mind state by different attractors. Theoretical predictions
and psychophysical experiments confirm the idea that object recognition is affected
not only by their similarity but also by the order in which images are presented
[130]. Such effects should be observable also in categorization experiments.

Psychological models of categorization have been developed in the past 40 years
and are already quite sophisticated. To show that these models contain some truth
one should try to justify them as approximations to neural dynamics. Therefore it is
interesting to note that the FLMP, GMM and TSD categorization models [124] may
be derived as static approximations to the dynamic feature space model described
here. Linking neural dynamics with psychological models using feature spaces leads
to a complementary description of brain processes and mental events. The laws gov-
erning these mental events result from approximations to neural dynamics. Modified
feature space models should be useful in analysis of data from many psychological
experiments. Learning how to link simplest neural dynamics with feature space rep-
resentations is just one small step, but many more challenges remain. Hopefully
this approach may offer not only good fits to the observations, but also interesting
interpretation of mental events.

1.6 Summary

Understanding human mind and its relation to information processing by the brain
is the greatest challenge that science has ever faced. A fruitful approach to this prob-
lem is to identify a hierarchy of models describing the brain processes at different
levels of details and to look for approximations allowing to justify, at least in princi-
ple, simplified higher level theories as approximations to more detailed lower level
models. Some of these models and theories were identified here. Neural dynamics
of large groups of neurons is usually approximated by finite state automata lead-
ing to description of behavior. Between these two levels of modeling more detailed
approximation to neurodynamics leads to identification of attractors with objects
defined in feature or conceptual spaces. Internal representations used by the mind
are placed in a space endowed with Finsler metrics. These objects are supported
by quasi-stable (attractor) neurodynamics and they are described in relatively low
dimensional feature spaces. Platonic model of mind, geometric model treating these
feature or conceptual spaces as an arena for mental events, has a great potential to
bridge the gap between neuroscience and psychology. It may integrate several trends
in cognitive science, in particular linguistics, vision (object recognition) research
and psychology (categorization, emotions), providing a useful language for analysis
of mental phenomena. It may benefit from modern geometry (in particular Finsler
spaces), theory of dynamical systems (especially symbolic dynamics), probability



and estimation theory, neural networks, pattern recognition and inductive methods
of artificial intelligence. It provides also an important inspiration for development of
neurofuzzy systems. The static version of the Platonic model has been implemented
in the Feature Space Mapping neurofuzzy system and applied in a number of clas-
sification, approximation, logical rule extraction and logical reasoning problems. In
the last section categorization problems in psychology have been presented as an
area of research where models of higher cognition should meet neuroscience and
neurodynamical models on the middle ground of Platonic models. Although such
models are in their initial phase of development in future they may play a central
role in our understanding of the brain information processing capabilities.
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63. Föld́iak P, The ‘Ideal homunculus’: statistical inferences from neural population re-

sponses. In: Eeckman F.H, Bower J.M (Eds.), Computation and neural systems. Kluver
1993, pp. 55-60

64. Palm G. (1990)Cell assemblies as a guidline for brain research, Concepts in Neuro-
science,1: 133-147

65. Mountcastle V.B. (1978)An organizing principle for cerebral function. The unit module
and the distributed system. In: The mindful brain, eds. Edelman GE and Mountcastle VB,
MIT-Press, Cambridge, MA

66. Happel BLM and Murre JMJ (1994)The Design and Evolution of Modular Neural Net-
work Architectures. Neural Networks 7: 985-1004.

67. Zipser D (1991)Reccurent network model of the neural mechanism of short-term active
memory. Neural Computation3: 178-192

68. D.J. Amit, N. Brunel, Global spontaneous activity and local structured (learned) delay
activity in cortex (preprint, Inst. of Physics, Univ. of Rome, 1995)

69. Lisman J.E. and Idiart M.A.P.Storage of 7 ± 2 short-term memories in oscillatory sub-
cycles, Science 267 (1995) 1512-1515

70. Goldfarb L, Abela J, Bhavsar V.C, Kamat V.N, Can a vector space based learning algo-
rithm discover inductive class generalization in symbolic environment? Pattern Recognition
Letters 16 (1995) 719-726

71. Elman J.L, Language as a dynamical system, in: R.F. Port, T. van Gelder, Eds, Mind as
motion: explorations in the dynamics of cognition (Cambridge, MA, MIT Press 1995), pp.
195-223

72. J. Newman and B.J. Baars, Neural Global Workspace Model, Concepts in Neuroscience
4 (1993) 255-290

73. Ruppin E, Neural modelling of psychiatric disorders, Network 6 (1995) 635-656
74. Ruppin E, Reggia J, Berndt R (Eds.), Neural modeling of brain and cognitive disorders.

Singapore, World Scientific 1996
75. Freeman W.J.,Mass Action in the Nervous system (Academic Press, NY 1975); Freeman

W.J, Simulation of chaotic EEG patterns with a dynamic model of the olfactory system.
Biolog. Cybernetics 56 (1987) 139-150

76. Skarda C, W.J. Freeman,How brains make chaos to make sense of the world. The Be-
havioral and Brain Sci.10 (1987) 161-195;

77. Cowan J.D.,A statistical mechanics of nervous activity. Lectures on Math. in Life Sci-
ences 2 (1970) 1-57, ed. by M. Gerstenhaber (Am. Math. Soc, Providence RI)

78. Koerner E, Tsujino H, Masutani T, A cortical-type modular neural network for hypothet-
ical reasoning, Neural Networsk (in print)

79. Somers D. C, Todorov E.V., Siapas A.G, Sur M, Vector-space integration of local and
long-range information in visual cortex. AI memo 1556, November 1995.

80. Murre J, TraceLink: A model of amnesia and consolidation of memory. Hippocampus 6
(1996) 675-684

81. Libet B. (1985)Unconscious cerebral initiative and the role of conscious will in volun-
tary action. The Behavioral and Brain Sciences 8: 529-566



82. Libet B. (1993)Neurophysiology of Consciousness. Collected papers and new essays
(Birkhuser, Boston, Basel Berlin)

83. Taylor J.G, Alavi F.N, Mathematical analysis of a competitive network for attention. In:
J.G. Taylor, ed. Mathematical Approaches to Neural Networks (Elsevier 1993), pp.341-382

84. Haken H, Synergetic Computers and Cognition. Springer 1991
85. A. Garnham and J. Oakhill,Thinking and reasoning. (Oxford, Blackwell 1994)
86. Fodor J.Psychosemantics. MIT Press, Cambridge, MA 1987)
87. Fodor J, Pylyshin Z,Critical analysis of connectionism. Cognition 28 (1988) 3-72
88. Casey M.P,Computation in Discrete-Time Dynamical Systems (PhD thesis, UCSD 1995,

available in neuroprose).
89. Edelman S, Intrator N, Learning as extraction of low-dimensional representations. In:

Medin D, Goldstone R, Schyns P (Eds.), Mechanism of Percpetual Learning (Academic
Press, in print)

90. I. Roth, V. BrucePerception and Representation, (Open University Press, 2n ed, 1995)
91. Duch W, Diercksen G.H.F,Feature Space Mapping as a universal adaptive system. Com-

puter Physics Communications87 (1995) 341-371; Duch W,Floating Gaussian Mapping:
a new model of adaptive systems, Neural Network World 4 (1994) 645-654; Duch W,
Adamczak R, Jankowski N,New developments in the Feature Space Mapping model, Third
Conference on Neural Networks and Their Applications, Kule, October 1997 (in print)

92. Duch W, Adamczak R, Jankowski N, Naud A,Feature Space Mapping: a neurofuzzy
network for system identification, Engineering Applications of Neural Networks, Helsinki
1995, pp. 221–224

93. Crick F,The Astonishing hypothesis. The scientific search for the soul. (Charles Scrib-
ner’s Sons: New York 1994)

94. T. Kohonen,An Introduction to Neural Computing. Neural Networks 1 (1988) 3-16; T.
Kohonen,Self-organization and Associative Memory (Springer-Verlag 1984, 3rd edition:
1989); T. Kohonen,Self-organizing Maps (Springer-Verlag 1995).

95. L. Bottou, V. Vapnik,Local learning algorithms, Neural Comput. 4 (1992) 888-901; V.
Vapnik, L. Bottou,Local Algorithms for Pattern Recognition and Dependencies Estimation,
Neural Comput, 1993, v.5, pp. 893-909

96. Edelman G, Bright Air, Brillant Fire. On the matter of mind. (Penguin 1992)
97. D.L. Waltz,Memory-based reasoning, in: M. A. Arbib, Editor,The Handbook of Brain

Theory and Neural Networks (MIT Press 1995), pp. 568-570
98. Baars B.J. (1988)A Cognitive Theory of Consciousness (Cambridge University Press,

Cambridge, MA)
99. T. Bedford, M. Keane and C. Series,Ergodic theory, symbolic dynamics and hyperbolic

spaces (Oxford University Press 1991)
100. Sommerhoff, G. (1990) Life, brain and consciousness (North Holland: Amsterdam)
101. Parnas B.R, Stochastic resonance and noise in the neural coding and senosry signals.

In: Bower J.M (Ed.), Computation neuroscience. Trends in research 1995. Academic Press
199, pp. 113-118

102. P.L. Antonelli, R.S. Ingarden, M. Matsumoto, The Theory of Sprays and Finsler Spaces
with Applications in Physics and Biology (Kluver Academic, Dodrecht 1993)

103. Tanaka K, Inferotemporal cortex and object vision, Ann. Review of Neuroscience 19
(1996) 109-139

104. Ullman S, High-level vision. Object recognition and visual cognition. MIT Press 1996
105. Duch W, Jankowski N, New neural transfer functions. Applied Mathematics and Com-

puter Science (in print, 1997)
106. Shepard R.N, Toward a universal law of generalization for psychological science. Sci-

ence 237 (1987) 1317-1323



107. Hsu C.S, Global analysis by cell mapping, J. of Bifurcation and Chaos 2 (1994) 727-771
108. Shepard R.N, Multidimensional scaling, tree fitting and clustering. Science 210 (1980)

390-397
109. Edelman S, Intrator N, Poggio T, Complex Cells and Object Recognition (submitted to

NIPS’97)
110. Lund K, Hyperspace Analog to Language: a General Model of Semantic Representa-

tion. TENNET VI, Sixth Annual Conference in Theoretical and Experimental Neuropsy-
chology, Montreal, Quebec 1995

111. G. Fauconniere,Mental Spaces (Cambridge Univ. Press 1994)
112. Gärdenfors P, Holmqvist K, Concept formation in dimensional spaces, Lund University

Cognitive Studies Report 26 (1994)
113. Ripps L.J, Shoben E.J, Smith E.E, Semantic distance and the verification of semantic

relations. Journal of Verbal Learning and Verbal Behavior 12 (1973) 1-20
114. Ritter H, Kohonen T, Self-organizing semantic maps. Biolog. Cybernetics 61 (1989)

241-254
115. Yanaru T, Hirotja T, Kimura N, An emotion-processing system based on fuzzy inference

and its subjective observations. Int. J. Approximate Reasoning 10 (1994) 99-122
116. Musha T, EEG - emotions, Proc. of 3rd confernce on Soft Computing, Iizuka 1996, pp.
117. Van Loocke P, The Dynamics of Concepts. A connectionist model. Lecture Notes in

Artificial Intelligence, Vol. 766 (Springer Verlag 1994)
118. Buzan T, (1989)Use your head. (BBC Books: London)
119. Poggio T, Girosi F,Networks for approximation and learning. Proc. of the IEEE 78

(1990) 1481-1497
120. Platt J,A resource-allocating network for function interpolation. Neural Computation

3 (1991) 213-225; Kadirkamanathan V, Niranjan M,A function estimation approach to
sequential learning with neural networks. Neural Computation 5 (1993) 954-975

121. Duch W, Adamczak R, Jankowski N,Initialization of adaptive parameters in density
networks, Third Conference on Neural Networks and Their Applications, Kule, Poland (in
print)

122. Duch W, Adamczak R, Grbczewski K,Extraction of crisp logical rules using con-
strained backpropagation networks. International Conference on Artificial Neural Net-
works (ICNN’97), Houston, TX, 9-12.6.1997, pp. 2384-2389

123. C. Bishop, Neural networks for pattern recognition (Clarendon Press, Oxford 1995)
124. Cohen M.M, Massaro D.W, On the similarity of categorization models, In: F.G. Ashby,

ed. Multidimensional models of perception and cognition (LEA, Hillsdale, NJ 1992), chap-
ter 15.

125. Nosofsky R.M, Gluck M.A, Palmeri T.J, McKinley S.C, Glauthier P, Comparing models
of rule-based classification learning: a replication and extension of Shepard, Hovland and
Jenkins (1961). Memory and Cognition 22 (1994) 352-369

126. Duch W. (1994)Towards Artificial Minds, Proc. of I National Conference on neural
networks and applications, Kule, April 1994, pp. 17-28

127. R.N. Shepard, C.I. Hovland and H.M. Jenkins (1961) Learning and memorization of
classifications. Psychological Monographs, issue 517

128. Medin D.L, Edelson S.M, Problem structure and the use of base-rate information from
experience. Journ. of Exp. Psych: General 117 (1988) 68-85

129. Kruschke J. K, Erickson M.A, Five principles for models of category learning. In: Z.
Dienes (ed.), Connectionism and Human Learning (Oxford, England: Oxford University
Press 1996)

130. Wallis G, Presentation order affects human object recognition learning, Technical Re-
port, Max-Planck Inst. of Biological Cybernetics, Aug. 1996


