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Abstract. A large package of algorithms for feature ranking and selection has
been developed. Infosel++, Information Based Feature Selection C++ Library, is
a collection of classes and utilities based on probability estimation that can help
developers of machine learning methods in rapid interfacing of feature selection
algorithms, aid users in selecting an appropriate algorithm for a given task (embed
feature selection in machine learning task), and aid researchers in developing new
algorithms, especially hybrid algorithms for feature selection. A few examples of
such possibilities are presented.

1 Introduction

Feature selection and ranking is an essential step in all data mining projects [1]. In
bioinformatics, text analysis, object recognition or in modeling of complex technolog-
ical processes large number of features is generated, and from a specific point of view,
frequently related to recognition of some target concepts, only a small subset of features
is usually relevant. Moreover, strategy based on systematic construction of many types
of features followed by selection appears to be very powerful in finding simple models
of data [2]. With limited amount of available data many spurious models in highly di-
mensional feature spaces may be created due to the accidental correlations between the
target concept and various ways of partitioning the data, making these solutions worth-
less. To deal with such problems dimensionality of the feature space has to be reduced
first. This may be done by ranking these features and selecting the most important ones,
selecting a subset of relevant features or by combining (aggregating) subsets of features
to create new, more informative features.

According to fundamental results in computational learning theory no single method
is the best in all situations, and no single feature selection algorithm is the best for all
data and all tasks. Many feature selection and feature ranking methods have been pro-
posed in the literature [3, 1, 4, 5]. Although numerous libraries of learning methods have
been created (as detailed in the next section) libraries of feature selection algorithms
are not so popular. In this contribution we present InfoSel++, a library based on stan-
dard as well as novel algorithms. These algorithms may be used in several ways: for
ranking, feature selection based on filters, or as a combination of filters and wrappers
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called frappers [6]. Ranking of features neglects their possible interactions, assigning
relevancy to individual features and introducing partial order among features. Many
measures of relevancy based on statistics and information theory suitable for ranking
methods have been implemented. Wrappers use the results of predictors to evaluate the
usefulness of features, but need a learning algorithm to control feature selection process.
Wrapper methods employ statistical re-sampling techniques (such as cross-validation)
using specific learning algorithms to estimate the accuracy of feature subsets. This ap-
proach has proved useful, but may be computationally very demanding because the
learning algorithm is called repeatedly. Model selection techniques should be used to
avoid over-fitting. For this reason wrappers do not scale well to large datasets con-
taining many features. Filter methods, on the other hand, operate independently of any
learning algorithm, searching for potentially useful dependencies between target task
and distribution of feature values. Typically they attempt to rank features according to
a relevancy score, but may also be used for selection of subsets of features [6].

In the next section various projects where feature selection has been prominent are
reviewed. The third section describes our InfoSel library, section 4 contains a few results
and comparisons, and the final section a brief discussion.

2 Related Work

Several large-scale efforts that implement libraries of machine learning algorithms have
been undertaken in the past, and many of them include special modules for feature
selection. Some are designed for general tasks, and some are specialized in such areas
as microarray gene selection analysis [3]. Large projects involving feature selection as
a part of a bigger system are listed first (MLC++, Weka, GhostMiner, Matlab and R
packages, ToolDiag), followed by smaller and more specialized projects (RankGene,
Feature Selection Toolbox).

1. The Machine Learning in C++ library (MLC++) [7] for supervised data mining
problems has been developed at Stanford University. It includes decision trees and de-
cision tables, Naive Bayes, instance based algorithms and many other machine learning
techniques. It provides an implementation of wrapping approach for feature selection
utilizing best first search, forward and backward selection methods.

2. Weka [8] is a popular large data mining environment developed at Waikato Uni-
versity, New Zealand, that is still being rapidly developed and used as a part of newer
packages, such as RapidMiner [9]. Among many computational tools implemented, it
contains about 15 attribute and subset evaluator methods, extended by 10 search algo-
rithms for feature selection. Weka’s feature selection algorithms are grouped into two
subcategories: feature evaluators and search methods. The former group is used for
evaluation of relevance of single features or feature subsets, usually by estimating var-
ious ranking coefficients, including: information gain, gain ratio, Chi squared statistic,
oneR tree index, significance index, symmetrical uncertainty index. The latter category
is an implementation of different optimal and sub-optimal search methods that use fea-
ture evaluators as a cost function.

3. GhostMiner is a commercial data mining tool distributed by Fujitsu. It has sev-
eral classifiers, including various versions of SVM, decision tree, kNN with feature



weighting and instance selection methods, incremental neural network, and a Feature
Space Mapping neuro-fuzzy network. It also implements a few most effective feature
selection methods like forward and backward selection, ranking based on various coef-
ficients, and estimation of feature subset quality by wrapping with any classifier.

4. PRTool and Spider are Matlab toolboxes designed for data mining, neural net-
works and machine learning. PRTool has been developed by the Pattern Recognition
Group at Delft University and is freely distributed. This toolbox implements various
pattern recognition algorithms (kNN, decision trees, Parzen classifier, etc) that may
be combined with feature selection methods (ranking of individual features, various
search methods). Spider (Max Planck Institute of Biological Cybernetics, Germany)
is delivered under the GNU license. It allows for an easy creation of two-staged data
mining tasks. Available feature selection methods include mutual information filters,
Fisher/Correlation score, greedy selection algorithm, L0 zero-norm minimization, pri-
mal zero-norm based feature selection, feature scaling using SVMs, non-linear feature
elimination, and multi-class feature selection using spectral clustering. These methods
may be combined with various classification and regression algorithms.

5. R-project packages (GNU license), similarly to Matlab toolboxes, are designed
to solve dedicated computational problems. Feature selection using R is available through
the FSelector package. It includes all feature selection algorithms implemented in Weka.
Additional smaller packages are also available. PenalizedSVM, provides the smoothly
clipped absolute deviation (SCAD) and L1-norm penalty functions for SVM based fea-
ture selection. The SDA package (Shrinkage Discriminant Analysis and Feature Selec-
tion) offers a classifier that can be trained using Stein-type shrinkage estimators where
features are ranked using correlation-adjusted t-scores. Bioconductor is an open source
software project for the analysis of genomic data, gene selection and association anal-
ysis. Finally, the predmixcor package creates classification rules based on Bayesian
mixture models with feature selection bias corrected approach.

6. ToolDiag is another general data mining and pattern recognition tool. It in-
cludes several decision making algorithms such as artificial neural networks (MLP,
RBF, LVQ), kNN, linear, quadratic and Parzen classifiers. Also available are basic
preprocessing and statistical analysis methods. Model estimation approaches include
resubstitution error, holdout, cross-validation, bootstrap and leave-one-out. Tools for
feature selection include 5 search algorithms (best features, sequential forward and se-
quential backward selection, branch and bound, exhaustive search) that can be com-
bined with three groups of selection criteria: estimated minimal error probability, inter-
class distance (using different distance matrices), and probabilistic distances (Chernoff,
Bhattacharyya, Jeffreys-Matusita, Patrick-Fisher and Mahalanobis distance, KL diver-
gence).

7. Feature Selection Toolbox [10] is an advanced tool developed by Petr Somol and
his group. The software includes some classical and new methods of dimensionality re-
duction, classification and data representation. The main advantage of this package is
a wide range of search methods implemented, including sub-optimal sequential search
methods (Sequential Forward Search, SFS; Sequential Backward Search, SBS; Sequen-
tial Floating Forward Search, SFFS; Plus-L-Minus-R Search), generalized methods
(Adaptive-SFFS, several Oscillating Search versions, etc.), optimal search methods like



Exhaustive Search, classical Brand and Bound (BB) and its extended versions, predic-
tive BB search etc. This projected is currently discontinued but the authors are working
on a new open source C++ library (private communication).

Many specialized software tools also rely on feature selection, for example RankGene
[11] designed to analyze gene expression data. For many more projects that include fea-
ture selection modules see the packages listed at the KDnuggets site www.kdnuggets.com.

3 Infosel++ for End-User

While Infosel++ enables easy development of new feature selection algorithms, most
users are interested only in testing and comparing different already implemented al-
gorithms. Most algorithms in this library are based on estimation of probability dis-
tributions, also several statistical algorithms (t-score, Correlation Coefficient, F-score)
have been implemented for easy comparison. Different search method (ranking, for-
ward, backward and exhaustive search) may be combined with various cost functions
whenever it is appropriate.

3.1 Filter algorithms

Structure of generalized filter, wrapper and hybrid algorithms, as proposed in [12], has
been implemented. For filters (Fig. 1), given a data set D the search starts from a sub-
set S (an empty set, a full set, or any randomly selected subset), exploring the space
of combinations of features using particular search strategy. Each generated subset S is
evaluated by some measure of relevancy M(S), and if it is an improvement replaces the
best subset found so far. The search iterates until a predefined stopping criterion based
on information or correlation measures is reached. Changing the search strategies and
evaluation measures used in steps 5 and 6 of the algorithm, new algorithms are created.
The filter model applies evaluation criteria (distance, information, consistency or depen-
dency measures) independent of predictive algorithms, therefore it avoids their biases
and is computationally efficient in comparison with wrapper or hybrid algorithms.

3.2 Implemented Algorithms

Feature selection algorithms implemented in the Infosel++ have been split into 4 distinct
groups (many formulas are given in [13, 6] and [14]). Acronyms in parenthesis are used
in the Infosel++ menu system:

1. Ranking methods, including: CC (pcc), Pearson’s Correlation Coefficient, t-
score (tsc), t-score statistics (for two class problem) [15], F-score (fsc), F-score statistics
(for multi-class problem) [16], χ2 (chq), χ2-score statistics, MI (mi), Mutual Informa-
tion, SUC (suc), Symmetrical Uncertainly Coefficient, distance rankings according to
MDr (mdr) Maturity, Dr (Dr) Kilogram, KL Dr (Klara) Fullback, Bdrm (bdrm) Bhat-
tacharatyya, and SDr (sdr) Sammon index.

2. Ranking with shifting of redundant features: MIFS (mifs): Mutual Information
Feature Selection [17], MIFS-U (mifsu): MIFS under Uniform Information Distribution
[18], AMIFS (amifs): Adaptive MIFS [19], MID (mid): Mutual Information Difference



Filter Algorithm
input: D(F0, F1, ..., FN−1); a training data set with N features

S; a subset from which to Start the search (Starting subset)
δ; a stopping criterion

output: Fbest; Final subset selected
01 begin
02 initialize: Fbest = S;
03 γbest = eval(S,D,M); evaluate S by an independent measure M
04 do begin
05 S = generate(D); generate a subset for evaluation
06 γ = eval(S,D,M); evaluate the current subset S using M
07 if (γ ≥ γbest)
08 γbest = γ;
09 Sbest = S;
10 if (δ is true) end; check stopping criterion
11 return Fbest = S;
12 end;

Fig. 1. Generalized filter algorithm.

and MIQ (miq) Quotient [16], FCD (fcd): F-test Correlation Difference and FCQ (fcq)
Quotient [16].

3. Ranking with removal of redundant features: FCBF (fcbf): Fast Correlation
Based Filter [20], K-S CBF (ks_cbf): A Kolmogorov-Smirnov Correlation-Based Filter
[21, 22], K-SC CBF (ksc_cbf): A Kolmogorov-Smirnov Class Correlation-Based Filter
[23], PRBF (prbf): Pearson Redundancy Based Filter [24].

4. Other methods include Markov Blanket approximation (mbr) [25, 26], and GD-
distance ranking (gdd) [27].

These indices are based on dependency measures, information, distance and con-
sistency measures. Ranking filters are the least expensive algorithms for feature order-
ing, but they cannot discover important interactions between features nor reject redun-
dant features. Ranking with shifting of redundant features uses a heuristic based on a
minimal-redundancy maximal-relevancy (MRMR) approach [17, 16] to shift redundant
features towards less important positions. Proposed heuristics and their improvements
are presented in Tab. 1. Mutual Information MI(fi, C), is one of the most common
measures of dependency, F (fi, C) stands for F-score statistics and c(fi, fj) is a corre-
lation coefficient. β is an arbitrary parameter in range [0, 1].

The second group of ranking methods selects optimal non-redundant subsets of fea-
tures removing all redundant features. Liu [20] has used “predominant features” for that
purpose, similar approach has been proposed by Biesiada et al. [21, 22], where two fea-
tures are recognized as redundant if they have the same probability distributions or the



Type Acronym Full Name Formula
Discrete MIFS Mutual info. feat. sel. [17] MI(fi, C)− β

∑
j∈S MI(fi, fj)

MIFS-U MIFS uniform distr. [18] MI(fi, C)− β
∑

j∈S
MI(fs,C)

H(fs)
MI(fi, fj)

AMIFS Adaptive MIFS [19] MI(fi, C)− 1
∥S∥

∑
j∈S

MI(fi,fj)
˜H(fj)

MID Mutual info. difference [16] MI(fi, C)− 1
∥S∥

∑
j∈S MI(fi, fj)

MIQ Mutual info. quotient [16] MI(fi, C)/ 1
∥S∥

∑
j∈S MI(fi, fj)

Continuous FCD F-test corr. difference [16] F (fi, C)− 1
∥S∥

∑
j∈S |c(fi, fj)|

FCQ F-test corr. quotient [16] F (fi, C)/ 1
∥S∥

∑
j∈S |c(fi, fj)|

Table 1. Formulas used in Maximum Relevancy Minimum Redundancy (MRMR) ranking.

same join distributions (feature and class) [23]. Various forward, backward and greedy
search methods that use MI or SUC as evaluation functions have been implemented.

Modular construction of Infosel++ facilitates development of new methods with
little coding. The technical details useful for developers will be published separately in
a longer paper.

4 Illustrative results on synthetic data

Results on 3 synthetic datasets are presented here to test our implementation. They are
easy to understand and point to deficiencies of some methods. Extensive tests including
novel combinations of ranking and selection methods will be published elsewhere. A
very simple dataset used by Shridhar et al. [28] contains 12 patterns with 4 features
(Tab. 2). All variables in this problem are discrete, with feature f3 = f2

2 and f4 as
irrelevant, and the dependent variable y is given by y = f1 ∗ f2. In our experiments the
original dataset was copied 10 times to avoid limitations of statistical tests.

f1 f2 f3 f4 y f1 f2 f3 f4 y f1 f2 f3 f4 y f1 f2 f3 f4 y
0 1 1 2 0 1 2 4 2 2 2 1 1 1 2 0 2 4 2 0
1 1 1 1 1 2 2 4 2 4 0 1 1 1 0 1 2 4 1 2
2 1 1 2 2 0 2 4 1 0 1 1 1 2 1 2 2 4 1 4

Table 2. Dataset used in analysis [28].

Synthetic “Corral dataset” proposed by John et al. [29] has been used to test rele-
vancy and irrelevancy. It has 6 features, and the target concept is defined as the combi-
nation of [(A0 ∧ A1) ∨ (B0 ∧ B1)]. Two additional features are Irrelevant (Orr) and
Correlated (Cor), introducing 25% error rate (noise). The last of the synthetic datasets,
Gauss8, has been used in our previous study [21, 24]. Gauss4 is based on sampling of
4 Gaussian functions with unit dispersion in 4 dimensions, each cluster representing a
separate class. The first function is centered at (0, 0, 0, 0), the next at (1, 1/2, 1/3, 1/4),
(2, 1, 2/3, 1/2), and (3, 3/2, 3, 3/4), respectively. The dataset contains 4000 vectors,
1000 per each class. Gauss8 is an extension of Gauss4, with 4 additional features that
are approximately linearly dependent fi+4 = 2fi + ϵ, where ϵ is a uniform noise.

The summary of results for all datasets and selection algorithms is presented in Tab.
3. For the Shridhar dataset almost all ranking and redundancy shifting methods worked
correctly. If the relevancy threshold is set to 0.05, features marked in bold (irrelevant)



Shridhar Corral Gauss8
dataset [28] dataset [29] dataset [21, 24]

Acronym Most − Less Important Most − Less Important Most − Less Important

R
an

ki
ng

s

pcc f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f6 f2 f7 f3 f4 f8
fsc f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f8 f4
chq f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f4 f8
mi f1 f2 f3 f4 cor A0 A1 B0 B1 irr f5 f1 f2 f6 f7 f3 f4 f8
suc f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f4 f8
mdr f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f4 f8
kdr f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f4 f8
kldr f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f4 f8
bdr f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f4 f8
sdr f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f6 f3 f7 f4 f8

R
ed

un
da

nc
y

mifs (β = 0.5) f1 f2 f4 f3 cor B0 B1 A0 A1 irr f1 f2 f3 f4 f5 f6 f7 f8
mifsu (β = 0.5) f1 f2 f3 f4 cor B0 B1 A0 A1 irr f1 f5 f2 f3 f4 f6 f7 f8
amifs f1 f2 f4 f3 cor B0 B1 A0 A1 irr f1 f2 f3 f4 f5 f6 f7 f8
mid f1 f2 f4 f3 cor B0 B1 A0 A1 irr f1 f2 f3 f4 f5 f6 f7 f8
miq f1 f2 f3 f4 cor A0 A1 B0 B1 irr f1 f5 f2 f3 f4 f6 f7 f8
fid f1 f2 f3 f4 cor B0 B1 A0 A1 irr f1 f5 f2 f6 f3 f7 f8 f4
fiq f1 f2 f3 f4 cor B0 B1 A0 A1 irr f1 f5 f2 f6 f3 f7 f8 f4
fcbf f1 f2 cor A0 A1 B0 B1 irr f1 f2 f3
ks_cbf f1 f2 cor f1 f2 f3 f4
ksc_cbf f1 f2 cor f1 f2 f3 f4
prbf f1 f2 cor B0 A1 A0 irr f1 f2 f3 f4

O
th

er mbr f1 f3 f4 f2 cor B1 B0 A1 A0 irr f1 f2 f3 f4 f8 f7 f6 f5
gdd N.A. cor A1 A2 B1 B0 irr f1 f5 f2 f6 f3 f7 f8 f4

Table 3. Ordering of features after feature selection for 3 synthetic datasets.

will be automatically removed. Two algorithms "ks_cbf" and "ksc_cbf" should not re-
ally be used for this data because the Kolmogorov-Smirnov based tests are designed
for continuous features only (yet they still produced reasonable results, selecting fea-
tures f1 and f3). The same applies to the algorithm based on Markov Blanket (mbr),
where two most important features selected are f1 and f3. The last method listed (gdd)
is very sensitive to the presence of redundant features, but it can still be used as a test
for occurrences of duplicated attributes.

For the Corral dataset the optimal solution consists of only 4 features used to de-
fine the target function. All algorithms failed to identify them correctly. The correlated
feature (cor) was always selected as the most important, followed by 4 relevant fea-
tures, with the irrelevant feature (irr) as the least important, removed by the relevancy
threshold. Algorithms based on statistical tests are again not applicable in this case.

For the Gauss8 dataset an ideal ranking method should give the following order of
features: f1 > f5 > f2 > f6 > f3 > f7 > f4 > f8. Moreover the selection algorithms
should also reject all 4 linearly dependent features as redundant leaving f1 > f2 > f3 >
f4 order. K-S CBF and a few other methods based on statistical tests completed this task
without difficulties, FCBF [20] selected 3 features only, while MI filter placed f5 at the
first position and reversed f3 and f7 order. All ranking methods worked as expected.

On top of the selection/ranking results for Gauss8 data described above, 4 different
classification methods have been tested: Naive Bayes Classifier (NBC) (Weka imple-
mentation, [8]), the nearest neighbor algorithm (1NN) with Euclidean distance function,
C4.5 tree (Weka) and the Support Vector Machine with a linear kernel (Ghostminer 3.0
implementation). The results obtained with selected subset of features are presented in
Tab. 4.



Title Selected features
Full set FCBF Ranking K-S CBF (K-SC CBF,PRBF)

Features 1 to 8 1 to 3 1 to 8 1 to 4
NBC 82.1 81.6 82.1 82.1
1NN 73.4 68.1 73.4 73.4
C4.5 78.3 76.2 78.7 78.7
SVM 81.9 77.0 81.7 81.7
Average 79.9 75.3 80.4 80.4

Table 4. Accuracy of 4 classifiers on selected subsets of features for the Gauss8 dataset.

5 Summary

A C++ library (Infosel++) for implementing feature selection algorithms has been pre-
sented. The library provides users with the ability to easily test-drive standard feature
selection methods, combining them with various predictive methods, and to develop
and test novel methods. The software includes algorithms based on estimation of prob-
ability distributions, correlation coefficients, t-score and F -score, and a few additional
functions for estimation of relevancy, plus a dozen of feature selection algorithms that
are not easy to find in other software packages. The library, available from authors of
this paper, is meant for educational, research and data mining purposes.

Due to the lack of space only results on synthetic data have been presented to ver-
ify correctness of algorithm implementation. The methods included in the library have
also been tested on real datasets, such as the microarray experiments (gene expression
data) and SNP data from Genome-Wide Association Studies (GWAS). The results will
be presented in extended version of this paper. More details about the structure of In-
fosel++ library and examples of programming utilizing its functions will be presented
in an extended version of this paper.
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