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Feature selection is a challenging problem for computational intelligence. Feature selection algorithms that
wrap around learning system suffer from high computational complexity. In this paper a fast redundancy
removal filter is proposed based on modified Kolmogorov-Smirnov statistic, utilizing class label informa-
tion while comparing feature pairs. Kolmogorov-Smirnov Class Correlation-Based Filter proposed here is
compared with other filters suitable for removal of redundancy, such as the Fast Correlation-Based Feature
Filter (FCBF), Kolmogorov-Smirnov Correlation-Based Filter (K-S CBF) and simple ranking based wrap-
per. Obtained results do not differ significantly in comparison to basic K-S CBF, but are much better than
the results of FCBF algorithm. Proposed algorithm can significantly reduce initial space in wrapper-based
feature selection for high-dimensional problems.
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1. INTRODUCTION

Selection of information is one of the most challenging problems facing real-life applications of computa-
tional intelligence methods. Good prediction algorithms (Support Vector Machines, neural networks etc.)
need tools for feature selection and training vector selection to work efficiently. There are many advan-
tages of applying such techniques: improve overall accuracy, speeding up the training process, and reducing
computational complexity of the data model, making it more comprehensible. Real world problems may
have thousands of irrelevant features and in such situations feature selection should provide high reduction
rate preserving important information hidden in the full dataset. Selection methods should also be fast,
especially if they are used in iterative wrapper schemes. To face these requirements a modification of Fast
Correlation-Based Feature (FCBF) filter [1] is proposed here, based on modified version of Komolgorov-
Smirnov statistic used to reject redundant features.

An overview of various feature selection methods is presented first, describing algorithms used in our
empirical experiments. The algorithm based on Komolgorov-Smirnov statistic is described in section 3.,
paying attention to the limitations of the proposed algorithm resulting from the Komolgorov-Smirnov statis-
tic properties. Empirical comparison between various methods follows this section, with brief conclusion
discussing the results and drawing further perspectives closing the paper.

2. FEATURE SELECTION OVERVIEW

Feature selection methods may be of supervised or unsupervised type. Search for the best subset of m
features out of all n features is NP hard [2]. For large n exhaustive search testing all possible feature subsets
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is prohibitively expensive, and many global search techniques, stochastic methods and sequential search
techniques have been developed and implemented in this area [3].

Feature selection methods belong to one of the three main groups: embedded, filter or wrapper methods.
Embedded methods are an integral part of specific predictors, for example decision trees or neural networks
with regularization. Filters are completely independent of predictors, ranking features or selecting feature
subset using some indices of relevance to measure the quality of selected feature subsets. Many statistical
correlations, probability distributions, information theory and other types of measures are used to define
filters [4]. These methods have low complexity and are universal, but are not always matched in an optimal
way to a given predictor. Methods that check performance on various subsets wrapping themselves around
particular predictors are called wrappers [2]. They may use incremental, decremental or mixed strategy to
select feature subsets, but the necessity of repeatedly training and testing predictors each time a new subset
is defined can be very time consuming. A combination of filters and wrappers, called frappers [4], is also
possible, using filters first for feature ranking, and in the second stage adding new features in their ranking
order and rejecting those that do not improve results of a given predictor.

An algorithm proposed below is a kind of a feature filter utilizing ranking information to remove redun-
dant features. It may be used as a frapper in supervised learning problems.

2.1. Fast Correlation-Based Filter

Predominant correlation, proposed in [1] for the Fast Correlation-Based Filter (FCBF), is defined as follows.
Consider relation between features-classes and between pairs of features. The algorithm has two levels.
The first part is a typical ranking algorithm using SUC (Symmetric Uncertainty Coefficient) index [5] for
estimation of class-feature relevance, and a threshold coefficient to select predominant (highly relevant)
features. In the second part features that are redundant to the predominant features are removed. The
algorithm is presented below.

2.2. Rank wrapper algorithm

For comparison with filter algorithms rank-wrapper (RW) algorithm is used. This algorithm belongs to the
frapper category, using ranking coefficient in the filter part, and the performance of a given predictor to
determine the k best features. The algorithm is sketched in (2): 1) ranking coefficient between each feature
and class is calculated; 2) all features are ordered according to the value of the ranking coefficient; 3) the
first feature (k = 1) is selected and the result of the predictor (Naive Bayes, 1NN, or SVM classifier) is
evaluated on the current feature subset using stratified cross-validation. If the accuracy of a given model
after adding k’s feature increases the feature is added to the selected subset, k ← k+ 1 and the next feature
is tested. Testing if the increase is statistically significant can considerably decrease the size of the selected
subsets.

3. KOLMOGOROV-SMIRNOV FEATURE FILTER DETAILS

Komolgorov-Smirnov Correlation Based Filter (K-S CBF) [6, 7] is a tool for robust feature selection. Typ-
ical approaches to feature selection are based on fast and computationally efficient feature ranking, but are
not that stable and accurate, or are based on various computationally expensive search strategies. Some
algorithms benefit from removing redundant features. In FCBF [1] (Algorithm 1) analysis of redundancy is
based on pairwise correlations between features Fi and Fj , while in K-S CBF[6, 7] pairwise correlation be-
tween features has been replaced by goodness of fit between probability distributions of that features. If the
probability distributions are similar then one with the higher ranking coefficient is taken to the final feature
subset, and all those with lower ranking are removed from the final subset. In contrast to K-S CBF the K-S
CCBF algorithm introduced here uses goodness of fit analysis not only between pairs of features (Fi and
Fj), but also utilize class label information comparing probability distribution of features within classes.
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Algorithm 1 Fast Correlation-Based Filter algorithm.
Require: S(F,C) = S(F1, F2, . . . , FN , C) // a training class-labeled data
Require: γ // threshold value

m← GetNumberOfFeatures(F );
for i = 1 . . .m do
ri ← CalculateRankingCoeficient(Fi, C)
if ri < γ then
S ← S \ Fi // remove weak features

else
R← R ∪ ri // remember feature rank

end if
end for
S′ ← SortFeaturesAccordingToRankValues(S,R)
R′ ← SortRankValues(R)
i← 1
while (Fi ← GetFeature(S, i)) ̸= null do
j ← i+ 1
while (Fj ← GetFeature(S, j)) ̸= null do
j ← j + 1
f = CalculateCorrelation(Fi, Fj)
if f < Rj then
S ← S \ Fj

end if
end while
i← i+ 1

end while
return F

Algorithm 2 Ranking Wrapper algorithm.
Require: S(F,C) = S(F1, F2, . . . , FN , C) // training data

m← GetNumberOfFeatures(F );
for i = 1 . . .m do
Ri ← CalculateRankingCoeficient(Fi, C)

end for
S′ ← SortFeaturesAccordingToRankValues(S,R)
for k = 1 . . .m do
S′ ← FetFeatures(S, 1 . . . k)
tmpAcc← CalculateCVAccuracy(M,S′)
if acc < tmpAcc then
acc← tmpAcc

else
return S′

end if
end for

3.1. Kolmogorov-Smirnov statistic

Komolgorov-Smirnov statistics (KS) [5] is based on calculating the highest difference between cumulative
distributions between two random variables g and h:

KS(g, h) =

√
ngnh

ng + nh
sup
k
|Gk −Hk| (1)
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where ng, nh is the number of samples for each random variable, k is the number of bins in discrete
probability distribution, G and H are cumulative probability distributions of random variables g and h,
respectively. Here random variables are a pair of features Fi and Fj taken from the dataset. If the null
hypothesis is valid (KS(Fi, Fj) < λα) one of the features is redundant and can be rejected from the feature
subset.

Steps taken to calculate KS include:

• Discretization of both features Fi,Fj into k bins.

• Estimation of probabilities in each bin.

• Calculation of cumulative probability distributions for both features.

• Use of the equation 1 to calculate KS statistic.

3.2. Kolmogorov-Smirnov statistic for multi class problems

Because KS statistic is designed to compare only two variables, for our purpose it had to be redefined to
utilize also information about classes. In our approach the KS statistics took the form:

KSc(g, h) = max
c

(KS (g (c) , h (c))) (2)

where c is the class label, g(c) are samples of random variable g that belong to the class c, h(c) are sam-
ples of random variable h that belong to class c. Calculated statistics is then compared with a threshold
KSc(g, h) < λα to discover possible redundancy between features.

3.3. Kolmogorov-Smirnov Class Correlation-Based Filter

The K-S Class Correlation-Based Filter (K-S CCBF) algorithm consists of two stages. In the first stage
feature ranking is performed using one of the ranking coefficients. SUC coefficient has been selected be-
cause of it’s stability (fast convergence of estimates to stable values [4]), it has also been used in the FCBF
algorithm [1]. Results of ranking are sorted into descending ordered, ending the first stage. In the second
stage redundant features are removed utilizing ranking information. In the loop features that are high in the
ranking order are compared with all those with lower rankings checking the KSc < λα condition. If this
condition is true redundant feature lower in ranking is removed from the original set F . If the condition is
not valid the algorithm leaves both features. After this analysis only the most significant features are left in
the feature subset, and all redundant features are removed. The algorithm can be presented as follows:

K-S CBF Algorithm:

Relevance analysis
1. Order features based on decreasing value of SUC(f,C) index.
Redundancy analysis
2. Initialize Fi with the first feature in the list
3. Find and remove all features for which Fi forms an approximate redundant cover using K-S
test.
4. Set Fi as the next remaining feature in the list and repeat step 3 until the end of the list.

Fig. 1. A two-step Kolmogorov-Smirnov Correlation Based Fiter (K-S CBF) algorithm.
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Algorithm 3 Kolmogorov-Smirnov Class Correlation-Based Filter algorithm.
Require: S(F1, F2, . . . , FN , C) // training data
Require: λα // threshold value

m← GetNumberOfFeatures(F );
for i = 1 . . .m do
Ri ← CalculateSUCCoeficient(Fi, C)

end for
S′ ← SortFeaturesAccordingToRankValues(S,R)
i← 1
while (Fi ← GetFeature(S, i)) ̸= null do
j ← i
while (Fj ← GetFeature(S, j)) ̸= null do
j ← j + 1
ks = CalculateKSCStatistic(Fi, Fj)
if ks < λα then
S ← S \ Fj // remove feature Fj

end if
end while
i← i+ 1

end while
return S

3.4. Limitations of K-S CCBF

K-S CCBF algorithm has several limitations. First, K-S statistic requires features to be of ordinal types, so
it cannot be used with symbolic or nominal features. This limitation results from the fact that cumulative
distributions may vary with different ordering of values, causing the problem of comparison of maximum
differences between cumulative functions.

However, such problem does not appear if the analyzed dataset has all features of the same type. In
this case ordering all symbolic values in the same way allows for use of K-S statistic because it is relatively
constant. Still the fact that cumulative distribution may vary according to the ordering of symbolic values
may cause fluctuations in the number of selected features in the final set, and this creates ambiguity how to
fix the threshold value λα that determines the validity of the hypothesis.

Second important limitation arises from the sensitivity of cumulative probability distribution to linear
transformations. If probability distributions of features fi and fj are related by a simple shift fj = fi + a,
where a is a constant, then the test KS(fi, fj) will reject null hypothesis of equality of both distributions,
while in fact such features are redundant. This problem applies to all goodness of fit tests considered to
analyze relation between features. This problem can be partially solved by shifting the mean to zero, and
discretization of the features. This does not guarantee full invariance to linear transformations. In particular
if the two features are asymmetrical fi = −fj then in general the KS statistic will also reject null hypothesis.
The best solution is to search for a, b parameters that minimize KS(fj , bfi + a) rather than to calculate
KS(fj , fi) directly, but we have not implemented that.

4. DATASETS AND RESULTS

To verify proposed algorithm the 10-fold cross-validation tests were done wrapping feature selection algo-
rithm and the classification algorithm, both embedded in each fold. The Infosel++ [8]library for feature
selection developed by our group has been combined with the Spider Matlab toolbox [9]. Infosel++ is a
powerful library designed to support feature selection and algorithm implementation based on information
theory and statistical methods. Three algorithms from the Infosel++ library were used, K-S CCBF intro-
duced here, K-S CBF and FCBF. Results obtained for K-S CCBF are also compared with results obtained
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from FCBF (Weka implementation [10]), using also the Spider Toolbox to assure equal testing environ-
ment. Three quite different classifiers have been selected: the nearest neighbor algorithm (1NN), SVM with
Gaussian kernel (LibSVM implementation with C and γ parameters optimized using grid search [[11]]),
and Weka implementation of the Naive Bayes classifier. The reference for comparison of the K-S based
methods is the ranking wrapper. The purpose here is not to obtain the best results with the most sophisti-
cated tools, but rather to check the influence of redundancy removal on performance, therefore such limited
arrangement should be sufficient. In both KS based filters λα value was fixed at 0.05. For all problems the
cost function was defined as the balanced error rate calculated as the mean error over all classes.

7 datasets from the UCI repository have been used [12] in tests. These datasets are quite diverse, with
the number of features ranging from 13 to 60 (nominal, real and mixed), and the number of vectors from
106 to 4601 (Tab.(1)). For Cleveland Heart Disease dataset 6 vectors with the missing values have been
removed.

Dataset #No. Features No. Instances #No. Classes Class distribution Balanced dataset
Heart Disease 13 297 2 160/137 No
Splice 60 3190 3 767/768/1655 No
Promoters 57 106 2 53/53 Yes
Thyroid 21 3772 3 93/191/3488 No
Sonar 60 208 2 97/111 No
Ionosphere 33 351 2 225/126 No
Spam 57 4601 2 1813/2788 No

Table 1. Datasets used in the experiments.

Table (2) shows both the mean balanced error rate for each classifier and the mean number of selected
features. This allows to analyze not only the prediction accuracy but also the efficiency of the feature
selection.

5. CONCLUSIONS

Redundancy has detrimental effect on methods based on distances, and for the kNN classifier results pre-
sented in Table 2 show that removing redundancy may indeed have significant effect. K-S CCBF demon-
strated significant improvement over K-S CBF for a few datasets (Ionosphere, Sonar and Spam), marginally
worse for Heart and Thyroid, and significantly worse for Promoters and Splice datasets. The last two
datasets have only nominal features and this evidently leads to unstable behavior of the KS-statistic. The
solution is to convert the data to numerical form using probabilistic distance functions first. On all datasets
except Thyroid both K-S statistics based filters were better comparing with the original FCBF algorithm. As
expected, on average rank wrapper algorithm is the best among tested feature selection algorithms. Ranking
wrapper was driven by selection of feature subset in order to fit to a particular classifier. However, it requires
much higher computational effort. Analysis of a number of selected features by different algorithms leads
to the conclusion that K-S CCBF tends to select more features than K-S CBF, and FCBF algorithm. It is
probably due to the λα value, that has not been renormalized to the modified statistic defined in 2. Statistical
significance at 0.05 level selected used in all tests is not optimal and for some datasets too few or too many
features were selected, leading to lower accuracy. Optimization of this parameter will increase complexity
of the algorithm. FCBF usually was able to select even less features then the K-S CBF method. Direct
comparison of the number of features selected by filters and wrappers is not possible because for wrappers
the number of selected features significantly vary for each classifier.

Based on this study, and earlier correlation based filters (CBF) [13], accuracy improvement should not be
expected, but rejection of correlated features carrying similar information may lead to significant reduction
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Table 2. Mean balanced error rates and mean number of features for 1NN, Naive Bayes and linear SVM
classifiers for 3 filters and a ranking wrapper. bold face - best results, italics - worst

Dataset Algorithms
Classifier FCBF K-S CBF K-S CCBF No FS Ranking Wrapper

BER Feat. No.

Heart

kNN 23.14 ± 7.2122.05 ± 9.3922.94 ± 8.63 22.94 ± 8.6320.60 ± 9.86 3.9 ± 2.85
NBC 17.02 ± 7.6416.09 ± 6.3817.42 ± 5.16 17.42 ± 5.1614.21 ± 6.71 11.7 ± 0.48
SVM 20.53 ± 8.2016.80 ± 5.9618.88 ± 6.09 18.88 ± 6.0918.98 ± 6.35 11.2 ± 3.05

N. feat. 5.2 ± 0.6312.10 ± 0.5713.00 ± 0.00 13.00 ± 0.00 -

Ionosphere

kNN 17.64 ± 3.3111.86 ± 3.9212.59 ± 5.32 18.05 ± 7.5215.46 ± 5.8713.00 ± 5.12
NBC 15.08 ± 4.8613.38 ± 4.5710.58 ± 3.61 16.49 ± 7.0316.49 ± 7.0332.90 ± 0.32
SVM 14.79 ± 5.1110.55 ± 4.87 6.69 ± 5.03 6.56 ± 5.71 4.80 ± 3.3430.40 ± 1.26

N. feat. 2 ± 0.00 7.10 ± 0.32 15.2 ± 1.40 33.00 ± 0.00 -

Sonar

kNN 37.46 ± 11.918.07 ± 7.5413.53 ± 8.27 13.21 ± 6.9616.27 ± 7.3551.00 ± 7.80
NBC 31.16 ± 7.6130.84 ± 7.5531.19 ± 7.77 31.29 ± 8.9327.69 ± 7.9954.30 ± 3.34
SVM 28.72 ± 7.9021.23 ± 5.6411.34 ± 9.59 9.34 ± 9.1510.75 ± 8.5055.00 ± 0.00

N. feat. 1.1 ± 0.32 9.40 ± 1.0823.70 ± 1.77 60.00 ± 0.00 -

Spam

kNN 15.28 ± 2.8621.31 ± 0.9910.88 ± 1.37 9.34 ± 1.36 9.14 ± 1.5454.40 ± 0.97
NBC 20.68 ± 1.92 19.4 ± 2.7117.98 ± 1.67 17.63 ± 1.5218.62 ± 1.7234.00 ± 23.1
SVM 10.71 ± 1.25 13.9 ± 1.41 9.57 ± 1.37 6.71 ± 1.43 6.74 ± 1.39 55 ± 0

N. feat. 17.2 ± 0.92 7.20 ± 0.4219.40 ± 0.70 57.00 ± 0.00 -

Thyroid

kNN 20.53 ± 8.8536.50 ± 4.3836.99 ± 7.38 37.89 ± 8.3729.07 ± 4.70 7.00 ± 4.62
NBC 39.23 ± 7.0827.06 ± 4.4726.88 ± 4.36 26.22 ± 4.9825.88 ± 5.0419.60 ± 0.84
SVM 29.81 ± 5.4217.96 ± 5.8821.69 ± 6.00 19.28 ± 7.0217.98 ± 6.9519.00 ± 0.00

N. feat. 3.7 ± 0.67 9.00 ± 0.0011.70 ± 0.48 21.00 ± 0.00 -

Promoters

kNN 15.00 ± 8.2017.17 ± 12.424.50 ± 15.8 27.33 ± 13.018.50 ± 8.9446.70 ± 3.80
NBC 13.00 ± 11.718.50 ± 14.618.67 ± 15.7 11.00 ± 11.6 11.0 ± 10.950.30 ± 3.74
SVM 12.17 ± 8.3915.33 ± 11.228.17 ± 18.8 50.00 ± 0.0015.00 ± 11.2 7 ± 0

N. feat. 6 ± 0.82 3.50 ± 0.53 8.40 ± 0.52 57.00 ± 0.00 -

Splice

kNN 19.34 ± 2.8117.19 ± 1.9728.10 ± 2.85 29.42 ± 4.2826.43 ± 3.6145.10 ± 2.13
NBC 7.88 ± 1.72 8.96 ± 1.92 7.04 ± 1.32 7.19 ± 1.21 7.22 ± 1.2054.60 ± 4.95
SVM 33.56 ± 3.9611.68 ± 2.4549.36 ± 2.54 50.27 ± 2.43 6.36 ± 1.87 7.0 ± 0

N. feat. 21.1 ± 0.7413.00 ± 0.6645.10 ± 1.59 60.00 ± 0.00 -

in the number of selected features, preserving the original information. Earlier approaches to CBF were
based on correlation analysis between pairs of features (FCBF) while in here, as proposed by Biesiada and
Duch [6] the correlation measure may be replaced by the Kolmogorov-Smirnov statistic. Results obtained
here support this idea, with the exception of datasets that have nominal or binary values (Promoters, Splice).
The improved K-S CCBF algorithm proposed in this paper is similar to K-S CBF algorithm. They are
both based on K-S statistic, however K-S CCBF utilizes also the class label information comparing pairs
of features. Application of KS-statistic including external variable information such as class labels required
modification of the original statistic.

In future we plan to test and compare other feature selection redundancy analysis algorithms such as
[14], [15], and wrappers [16] using different searching strategies on real high-dimensional datasets like
microarray data, or datasets provided for NIPS 2003 feature selection challenge with up to 100,000 features.
Moreover, we plan to use feature filters (especially redundancy removal filters) as initial step in search for
optimal feature selection. In that case, feature subsets obtained after redundancy removal may be used for
initialization of various search strategies using wrappers.
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