
K-Separability

Włodzisław Duch

Department of Informatics, Nicolaus Copernicus University, Grudzia̧dzka 5, Toruń, Poland,
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Abstract. Neural networks use their hidden layers to transform input data into
linearly separable data clusters, with a linear or a perceptron type output layer
making the final projection on the line perpendicular to the discriminating hy-
perplane. For complex data with multimodal distributions this transformation is
difficult to learn. Projection on k ≥ 2 line segments is the simplest extension
of linear separability, defining much easier goal for the learning process. The
difficulty of learning non-linear data distributions is shifted to separation of line
intervals, making the main part of the transformation much simpler. For classifi-
cation of difficult Boolean problems, such as the parity problem, linear projection
combined with k-separability is sufficient.

1 Introduction

Many popular classifiers, including MLPs, RBFs, SVMs, decision trees [1], nearest
neighbor and other similarity based methods [2,3], require special approaches (architec-
tures, kernels) or cannot handle at all complex problems, such as those exemplified by
the parity problem: given a training set of binary strings {b1, b2...bn} determine if the
number of bits equal to 1 is odd or even. In principle universal approximators, such as
neural networks, are capable of handling such problems, and there is a whole literature
on architectures and neural activation functions that enable the solution of parity prob-
lem. However, solutions proposed so far are manually designed to solve this particular
problem, and thus will not work well for slightly different problems of similar kind.

Dealing with difficult learning problems like parity off-the-shelf algorithms (for ex-
ample those collected in Weka [4] or Ghostminer [5] packages) in the leave-one-out
or crossvalidation tests for more than 3-bit problems give results at the baserate (50%)
level. Knowing beforehand that the data represents parity problem allows for setting
an appropriate MLP architecture to solve it [6,7,8,9,10,11,12,13,14], but for large n
in real situation it will be very difficult to guess how to choose an appropriate model.
Learning Boolean functions similar to parity may indeed be a great test for methods that
try to evolve neural architecture to solve a given problem, but so far no such systems
are in sight. The reason for this failure is rather simple: neural and other classifiers try
to achieve linear separability, and non-linear separable data may require a non-trivial
transformation that is very difficult to learn. Looking at the image of the training data in
the space defined by the activity of the hidden layer neurons [15,16] one may notice that
a perfect solution is frequently found in the hidden space – all data falls into separate
clusters – but the clusters are non-separable, therefore the perceptron output layer is
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unable to provide useful results. Changing the goal of learning from linear separability
to other forms of separability should make the learning process much easier.

It would be very useful to break the notion of non-linearly separable problems into
well defined classes of problems with increasing difficulty. This is done in the next
section, where the notion of k-separability is introduced. In the third section this notion
is combined with linear projections and applied to the analysis of Boolean functions.
Algorithms based on k-separability for general classification problems are outlined in
section four, with the last section containing a final discussion.

2 k-Separability

Adaptive systems, such as feedforward neural networks, SVMs, similarity-based meth-
ods and other classifiers, use composition of vector mappings

Y (X) = M (m)(M (m−1)...(M (2)(M (1)(X))...)) (1)

to assign a label Y to the vector X. To be completely general direct dependence of
mappings on inputs and previous transformations should be considered, for example
M (2)(M (1)(X),X), but for simplicity this will be omitted, considering only strictly
layered mappings. These mappings may include standardization, principal component
analysis, kernel projections, general basis function expansions or perceptron transfor-
mations. X(i) = M (i)(X(i−1)) is the result of mapping after i transformations steps.
For dichotomic problems considered below Y = X(m) = ±1.

If the last transformation Y = M (m)(X(m−1)) is based on a squashed linear trans-

formation, for example a perceptron mapping Y = tanh(
∑

i WiX
(m−1)
i ), then the

values of Y are projections of X on the [−1, +1] interval, and a perfect separation of
classes means that for some threshold Y0 all vectors from the Y+ class are mapped to
one side and from the Y− class to the other side of the interval. This means that the
hyperplane W defined in the X(m−1) space divides samples from the two classes, and
W · X(m−1) is simply a projection on the line W perpendicular to this hyperplane,
squashed to the [−1, +1] interval by the hyperbolic tangent or similar function.

General parity problems can be solved in many ways. The simplest solution [13]
is to look at the sign of the

∏n
i=1(xi − ti), with ti ∈ (0, 1), that is to use a product

neuron without any hidden neurons. This solution is very specific to the parity problem
and it cannot be generalized to other Boolean functions. Many such solutions that work
only for parity problem have been devised [6]–[14], but the challenge is to provide
more general solutions that work also for problems of similar or higher difficulty. Many
MLP training algorithms have already some difficulties to solve the XOR problem.
RBF network with Gaussian hidden units cannot solve it unless special tricks are used.
Solutions based on local functions require here a large number of nodes and examples
to learn, while non-local solutions may be expressed in a compact way and need only
a few examples (this has been already noted in [17]). Consider the noisy version of the
XOR problem (Fig. 1). RBF network with two Gaussian nodes with the same standard
deviation σ and linear output provides the following two transformations:

X → X(1) = (exp(−|X − μ1|/2σ, exp(−|X − μ2|/2σ) (2)

X(1) → Y = X(2) = W · X(1) (3)
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The solution obtained using maximum likelihood approach [1] placed one basis func-
tion in the middle of left-corner cluster, and the other close to the center, as shown in
Fig. 1. Although the network fails to achieve linear separability of the data, it is clear
from Fig. 1 that all new data will be properly assigned to one of the 3 clusters formed
in the hidden space; in crossvalidation test 100% correct answers are obtained on this
basis (searching for the nearest neighbor in the hidden space), while the linear output
from the network achieves only 50% accuracy (base rate). If the target Y = X(2) = ±1
is desired the linear output provides a hyperplane (in this case a line) that tries to stay
at a distance one from all data points. If a separate linear output for each class is used
lines representing both outputs are parallel, with identical weights but shifted on two
units, as shown in the right Fig. 1. Projecting X(1) data on these lines gives one interval
with the data from first class surrounded by two intervals with the data from the second
class, separating the data into 3 intervals.
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Fig. 1. Noisy XOR problem solved with two Gaussian functions. Left: data distribution and posi-
tion of two Gaussian functions after training using maximum likelihood principle; right: mapping
of the input data to the hidden space shows perfect clusterization, showing lines representing lin-
ear weights of the two output units.

In n dimensions a single linear unit W · X with all weights Wi = 1 easily achieves
separation into n + 1 groups, with 0, 1, 2 .. n bits equal to 1. This weight vector is the
diagonal connecting vertices [0, 0, . . .0] and [1, 1, . . .1], and W · X is the projection
on this line. Obviously using a single node with Y = cos(ωW · X) gives for ω = π
correct answer to all parity problems, +1 for even and −1 for odd number of bits. This
is the simplest general solution of the parity problem, using a single node network (this
solution has not bee found previously [6]–[14]). The importance of selection of appro-
priate transfer functions in neural networks is quite evident here (for a taxonomy of
transfer functions that may be used in neural networks see [18] and [17]). In the context
of Boolean functions periodic projection is useful only for parity and its negation ob-
tained by symmetric transformations of the hypercube with vertices labeled according
to their parity. Projections of other Boolean functions may not be periodic but certainly
will show several groups of vectors from alternating classes.
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There is no particular reason why the target of learning should be linear separability.
The last transformation Y = M (m)(X(m−1)) may be designed in any way that will
make learning easier. If a projection separating two clusters on a line Y = W · X exist
the data is linearly separable. If it does not exist a projection forming 3 or more intervals
containing clusters from a single class should be sought.

Definition: dataset {Xi} of vectors that belong to two classes is called k-separable if
a direction W exist such that all points Yi = W · Xi are clustered in k intervals, each
containing vectors from a single class.

Linearly separable data is called 2-separable, while XOR belongs to the 3-separable
category of data distributions, with projection on the W = (1, 1) line from even, odd,
and again even class. This is the simplest extension of separability, replacing the final
mapping M (m)(·) by logical rule IF (Y ∈ [Y0, Y1] THEN even ELSE odd, and thus
making the non-linearity rather harmless. More sophisticated mappings from one, two
or higher number of dimensions may be devised as long as transformation M (m)(·)
is easy to set up, providing easier goals for the learning process. The Error Correcting
Output Codes (ECOC) [19] tries also to define easier learning targets, but it is still based
on linear separability, setting a number of binary targets that define a prototype “class
signature” vectors, and comparing the distance from the actual output to these class
prototypes. The change of the learning target advocated here is much more powerful.

A dataset that is k-separability may also be (k + m)-separable. Strictly speaking
the separability index for the data should be taken as the lowest k, but some learning
methods may generate solutions with larger number of clusters. For example, if the
data is k-separable into clusters with very small number of elements, or if the margin
separating the intervals between two such clusters is very small, (k + 1)-separability
that leads to larger minimum size of small clusters and their margins may be preferred.

Solving a k-separability problem requires finding the direction W and then setting
appropriate k − 1 thresholds defining intervals on the projection line.

Conjecture: the complexity of k-separable learning should be much easier then 2-
separable learning.

This is rather obvious; transforming the data into k-separability form should be much
easier because additional transformations are needed to achieve linear separability, and
the number of adaptive parameters may grow significantly. For example, the number of
hyperplanes that an MLP network needs for the n-parity problem is of the order of n
(see comparison of solutions in [13]), giving altogether O(n2) parameters, while treat-
ing it as a k-separable problem requires only n + k parameters. In general, cases when
transformation of decision borders in the original input space X based on continuous
deformations may flatten them linear separability will be sufficient, but if discontin-
uous transformations are needed, as in the case of learning most Boolean functions,
transformations that map data into k-separable form should be easier.

An interesting question is how many Boolean functions belong to the k-separable
category. For n-variables there are 22n

possible functions; only the bounds for the num-
ber of separable Boolean functions are known: the number is between 2n2−O(n) and
2n2

[20], a vanishing fraction of all functions. Unfortunately such estimations are not
yet known for the k-separable case.
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For linearly separable data projections on W and −W generate symmetrical so-
lutions (Y+, Y−) and (Y−, Y+); in case of k-separability additional symmetries and
permutations are possible.

3 Boolean Functions

It is instructive to analyze in detail the case of learning Boolean functions with n = 2
to n = 4 bits with the simplest model based on linear projections. Several interesting
questions should be investigated: how many k-separability cases for a given direction
W are obtained; which direction gives the largest separation between projected clus-
ters; how many k-separability cases for each direction W exist; how many different
directions are needed to find all these cases.

The Boolean functions f(x1, x2, . . . xn) ∈ {−1, +1} are defined on the 2n vertices
of n-dimensional hypercube. Numbering these vertices from 0 to 2n − 1, they are eas-
ily identified converting decimal numbers to bits, for example vertex 3 corresponds
to b-bit string 00..011. There are 22n

possible Boolean functions, each corresponding
to a different distribution of ±1 values on hypercube vertices. There are always two
trivial cases corresponding to functions that are always true and always false, that is
1-separable functions. Each Boolean function may be identified by a number from 0 to
2n − 1, or a bit string from 00...0 to 11...1, where the value 0 stands for false or −1,
and 1 for true or +1. For example, function number 9 has 2n bits 00...1001, and is true
only on vertex number 0 and 3.

Values of Boolean functions may be represented as black (−1) or white (+1) vertices
of the hypercube. Learning a Boolean function is equivalent to separation of projections
of the black and white vertices of the hypercube. Separation into small number of well
separated clusters should lead to a good generalization when some function values are
not known. For two binary variables almost all non-canonical directions (not connecting
vertices of the square) avoid mapping vertices of different color to exactly the same
point (degeneracy) and give 6, 6 and 2 projections 2, 3 and 4-separated, respectively.
It is easy to find two directions that together learn all 12 linearly separable functions
(for example W(1/3,−1/2) and orthogonal direction W(1/3,2/9)). These directions and
W(1,1) that learns two 3-separable functions (XOR and its negation) are sufficient to
learn all Boolean functions.

3.1 3-D Case

For 3 bits there are 8 vertices in the cube and 28 = 256 possible Boolean functions.
Functions f(x1, x2, x3), and their negations ¬f(x1, x2, x3), are related by the sign re-
versal symmetry or changing color of all vertices, therefore it is sufficient to consider
only 128 functions corresponding to all black vertices (1 case), one black vertex (8
cases), two blacks (

(8
2

)
= 28 cases), three blacks (

(8
3

)
= 56 cases), or four blacks

(
(8
4

)
= 70 cases, but only half are unique due to the sign reversal symmetry), so to-

gether there are 1+8+28+56+35=128 such unique functions.
Projections on coordinate directions W(001),W(010),W(100) separates only three

functions f(x1, x2, x3)= xk, k = 1, 2, 3 that belong to the 35 cases with 4 black and
4 white vertices. There are 6 projection directions along the diagonals of the cube’s
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faces: W(110),W(1−10),W(101),W(10−1),W(011),W(01−1), and 4 projection direc-
tions along the longest diagonals of the cube: W(111),W(11−1),W(1−11),W(−111).
Together 13 canonical directions should be considered, and a “zero direction” to check
if there is only one class.

Consider now direction W(110). Two points, (0, 0, 0), (0, 0, 1) are projected to Y =
0, 4 points (1, 0, 0), (0, 1, 0), (1, 0, 1), (0, 1, 1) are at Y =

√
2/2 and two points (1, 1, 0),

(1, 1, 1) are at Y =
√

2. Any Boolean function that has the same value for the first 6
points and an opposite value for the last 2 point, or vice versa, will be linearly sepa-
rable. There are 4 such functions. Any function that has the same value at the middle
4 vertices, and an opposite on the remaining 4 will be 3-separable. There are 2 such
functions. However, separation and size of the clusters should also be noted. For ex-
ample, function 27 (00011011) is separated by W = [0.75, 1, −0.25] into 000 11 0
11 segments with minimum gap of 1/4 and by W = [1, 0.25, −0.75] into 0 1 000 111
segments with the same minimum gap. The first projection contains only one group
with single 0, while the second contains two such groups, one with 0 and one with 1.
For Boolean functions with small number of bits generalization is meaningless (there
is no evidence to choose a particular function), but for larger number of bits avoiding
small clusters should give a better chance to find most probable functions even if some
values are missing. For example, for the n-bit parity if some of the values on vertices
with m ∈ [3, n − 2] bits 1 are missing projection on W = [11 . . .11] will still provide
the best explanation of the data separating it into n + 1 intervals.

If degeneracy is removed by slightly shifting 0, ±1 weight values of canonical direc-
tions (adding 0.01 to the first, 0.02 to the second and 0.03 to the weights W is sufficient)
for an arbitrary projection direction always the same number of 1 to 8-separable func-
tions is found: 2, 14, 42, 70, 70, 42, 14, 2. Thus for a projection on an arbitrary direction
most functions are 4 or 5-separable. Searching for the best projection for each function
using slightly perturbed canonical directions there are 2 cases of 1-separable functions,
and 102, 126 and 26 of 2, 3 and 4-separable functions. For more than half of the 3-bit
Boolean functions there is no linear projection that will separate the data. Almost half
(126) of all functions may be learned using 3-separability. Because there are 102 lin-
early separable functions and each projection can recognize only 14 of them at least 8
directions are needed to check whether the function is separable.

3.2 4-D Case

For the 4-bit problem there are 16 hypercube vertices, with Boolean functions corre-
sponding to 16-bit numbers, from 0 to 65535, or 64K functions. Projection on each
fixed direction gives symmetric distribution of the number of k-separability functions,
with the same number of functions for k and 17 − k separability. Two functions are
1-separable and two are 16-separable, changing periodically all 16 values from 0 to 1.
Linear separation (and 15-separability) is found only for 30 functions, 3-separability for
210, 4 to 8 separability for 910, 2730, 6006, 10010 and 12870 functions respectively.
Thus a random initialization of a single perceptron has the highest chance of creating 8
or 9 clusters in the 4-bit data.

Checking how many functions are k-separable requires learning the best direction
for a given data. For the 4-bit case searching for the best projection along canonical



194 W. Duch

directions (Wi = 0, ±1) that give lowest k-separability index gives 1228, 6836, 19110,
25198, 12014, 1132 and 16 projections with 2-8 clusters. These are not yet the lowest
separability indices for this data, as more detailed search allowing fractional values
(multiples of 1/3, 1/4, 1/5 and 1/6 in the [−1, +1] range) of the W direction coefficients
shows that the highest k is 5, confirming the suspicion that k = n + 1 is the highest
separability index. The number of linearly separable functions is 1880, or less than
3% of all functions, with about 22%, 45% and 29% being 3 to 5-separable. About
188 functions were found that seem to be either 4 or 5-separable, but in fact contain
projection of at least two hypercube vertices with different labels on the same point.
Although the percentage of linearly separated functions rapidly decreases relatively low
k-separability indices resolve most of the Boolean functions.

An algorithm that searches for lowest k but also maximizes minimum distance be-
tween projections of points with different labels finds projection directions (with min-
imum separation of 1/6 or more) that require k = 6 for these functions and gives sig-
nificantly larger separations between intervals containing vectors from a single class.
With only 30 linarly separable functions per one direction and 1880 separable functions
at least 63 different directions should be considered to find out if the function is really
linearly separable. Learning all these functions is already a difficult problem.

For 5-bits the number of all Boolean functions grows to 232, or over 4 billions (4G).
Direct search in 5-dimensional space for each of these functions is already prohibitively
expensive. It seems quite likely that for n-bit Boolean functions each projection direction
will separate the maximum number of functions for k ≈ 2n/2, and that learning the best
projection for a given function will give the largest number of functions separated into
n clusters, with percentage of linearly separable functions going quickly to zero. The
number of elements in most cluster quickly grows, therefore with such as simple model
it should be possible to learn them correctly even if only a subset of all values is given.

4 Algorithms Based on k-Separability

Linear projection combined with k-separability already gives quite powerful learning
system, but almost all computational intelligence algorithms may implement in some
form k-separability as a target for learning. It is recommended to search first for lin-
early separable solutions, and then to increase k searching for the simplest solution,
selecting the best model using crossvalidation or measures taking into account the size
and separation between projected clusters. Distribution of y(bX ;W) values allows for
calculation of P (y|Y±) class distributions and posterior probabilities using Bayesian
rules. Estimation of probability distributions in one dimension is easy and may be done
using Parzen-windows kernel methods.

The main difficulty in formulating a learning procedure is the fact that targets are not
fully specified; instead of a single target for Y+ class two or more labels Y+1, Y+2 may
be needed. This may actually be of some advantage, allowing for a better interpretation
of the results. It is clearly visible in the case of parity problems: each group differs not
only by the parity but also by different number of 1’s, providing an additional label.
Learning should therefore combine unsupervised and supervised components. In the
first step random initialization is performed several times, selecting the lowest k cluster
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projection. Centers of these clusters ti, i = 1 . . . k are the target variables for learning,
and each center has a class label Y (ti). Slightly modified quadratic error function may
be used for learning:

E(W, t) =
1
2

∑

X

(y(X;W) − tj(X))2 ; (4)

j = argmin
i

{||ti − y(X;W)||, Y (ti) = Y (X)}

For each input X that belongs to the class Y (X) the nearest (on the projected line)
cluster center from the same class is taken as the learning target. A more complex cost
function may be devised that penalize for the number of clusters, for overlapping of
clusters, and for impurity of clusters, but this is beyond the scope of this article.

In the two-class case there are always two possibilities: either the first class vectors
are projected to the lowest Y values, leading to clusters Y+, Y−, Y+, . . . , or vice versa,
Y−, Y+, Y−, . . . . The 3-separable case is particularly simple and often encountered
in practice. If vectors from one of the classes represent unusual objects or states (for
example hypo and hiper-activity in some medical problems) projections with clusters
Y−, Y+, Y− are fairly common. This may be checked quite easily visualizing distribu-
tion of activations for a single perceptron (linear neuron is sufficient). Additional trans-
formations (network layers) are needed to reach linear separability, but 3-separability
may often be reached using just one node.

For k = 3 these projections are in 3 intervals: [−∞, a], [a, b], [b, +∞]. Taking t =
(a + b)/2, and denoting YX = Y (X) a linear error function suitable for learning is:

E(a, b,W) =
∑

X

[T(y ≤ t)δ(YX , Y+)max(0, y − a) + δ(YX , Y−)max(0, a − y)

+T(y > t)δ(YX , Y+)max(0, b − y) + δ(YX , Y−)max(0, y − b)] (5)

where T(y > t) is 0 if false and 1 if true. This function admits a trivial W = 0 solution,
therefore either a condition ||W|| should be introduced, or a distance scale should be
fixed by requiring one of the components to be constant. It assumes that Y+ vectors
contribute to errors only outside of the [a, b] interval, with the error growing in a linear
way, and that Y− vectors contribute to error in the linear way only inside this interval.
It requires good initialization to map all Y+ vectors to correct side of t. Using this
function for 3-separable Boolean functions with multiple starts to find approximate 3-
separability projection quickly learns such functions using a simple gradient method.
To avoid threshold functions T(y > t) may be replaced by a logistic function σ(y − t).

3-separable backpropagation learning in purely neural architecture requires a single
perceptron for projection plus a combination of two neurons creating a “soft trapezoidal
window” type of function F (Y ; a, b) = σ(Y + a) − σ(Y + b) that implements interval
[a, b] [21]. These additional neurons (Fig. 2) have fixed weights (+1 and −1) and biases
a, b, adding only 2 adaptive parameters. An additional parameter determining the slope
of the window shoulders may be introduced to scale the Y values. The input layer may
of course be replaced by a hidden layer that implements additional mapping.

This network architecture has n + 2 parameters and is able to separate a single class
bordered by vectors from other classes. For n-dimensional problem with 3-separable
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Fig. 2. MLP solution to the 3-separable case of 4-bit Boolean functions

structure standard architecture requires at least two hidden neurons connected to an
output neuron with 2(n + 1) + 3 parameters. For k-separability case this architecture
will simply add one additional neuron for each new interval, with one bias parameter.
n-bit parity problems require only n neurons (one linear perceptron and n − 1 neurons
with adaptive biases for intervals), while in the standard approach O(n2) parameters
are needed [13].

5 Discussion and Open Problems

A radically new approach to learning has been proposed, simplifying the process by
changing the goal of learning to easier target and handling the remaining nonlinearities
with well defined structure. k-separability is a powerful concept that will be very useful
for computational learning theory, breaking the space of non-separable functions into
subclasses that may be separated into more than two parts. Even the simplest linear
realization of k-separability with interval nonlinearities is quite powerful, allowing for
efficient learning of difficult Boolean functions. Multiple-threshold perceptrons [22]
may implement such intervals, although k-separability learning algorithms require more
than multiple-threshold step functions. So far there are no systems that can routinely
handle difficult Boolean functions, despite a lot of effort devoted to special Boolean
problems, such as the parity problem. Using neural algorithms or special error functions
described in the previous chapter almost all n = 4 Boolean functions have been learned
in less than 40 trials (Duch and Adamczak, in preparation).

Redefining the goal of learning may have some biological justification. Neurons in
association cortex form strongly connected microcuircuits found in minicolumns, res-
onating with different frequencies when an incoming signal X(t) appears. A perceptron
neuron observing the activity of a minicolumn containing many microcircuits learns to
react to signals in an interval around particular frequency. Combination of outputs from
selected perceptron neurons is used to discover a category. These outputs may come
from resonators of different frequencies, implementing an analogue to the combination
of disjoint projections on the W · X line.

An interesting concept creates many open problems. How many boolean function
each direction k-separates in general case? What minimal k is sufficient for n-bit prob-
lems? How will different cost functions perform in practice? What other simple ways



K-Separability 197

to “disarm” linearites, besides projection on a k-segment line, may be used? These and
many other questions will be addressed soon.
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