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Abstract. Several methods were proposed to reduce the number of in-
stances (vectors) in the learning set. Some of them extract only bad
vectors while others try to remove as many instances as possible without
significant degradation of the reduced dataset for learning. Several stra-
tegies to shrink training sets are compared here using different neural
and machine learning classification algorithms. In part II (the accom-
panying paper) results on benchmarks databases have been presented.

1 Introduction

Most algorithms to train artificial neural networks or machine learning methods
use all vectors from the training dataset. However, there are several reasons to
reduce the original training set to smaller one. The first of them is to reduce
the noise in original dataset because some learning algorithms may be noise-
fragile (for example, plain linear discrimination methods [1]). The second reason
to shrink the training set is to reduce the amount of computation, especially for
instance-based learning (or lazy-learning) algorithms [2] such as the k-nearest
neighbors [3], or for huge training sets. The third and relatively new reason to
use vector selection appeared together with new prototype selection algorithms.
These algorithms shrink training sets sometimes even below 1% of original size
keeping the accuracy for unseen vectors high. As the results of shrinking good
prototype vectors are selected. Such prototypes may be seen as knowledge re-
presentation — each prototype represent a cluster in simple1 Voronoi diagram.

Probably the first instance selection algorithm was proposed by Hart in the
Condensed Nearest Neighbor Rule (CNN) [4]. As will be shown below CNN
condenses on the average the number of vectors three times. The performance of
CNN algorithm is not good, but this model inspired construction of new methods
such as SNN by Ritter et al. [5], RNN by Gates [6] or ENN by Wilson [7]. A
group of three algorithms were inspired by encoding length principle [8]. Other
algorithms were derived from graph theory [9], sets theory [10] or Monte Carlo
sampling [11].

Typically the performance of selection methods has been tested usually only
on the k-nearest neighbors model. Tests of the performance of instance selection
1 Simple because of few prototypes.
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methods is carried in this paper on machine learning algorithms and neural
network algorithms. From the ML group of algorithms the k-nearest neighbor,
support vectors machine [12] and SSV decision tree [13] has been chosen. From
the artificial neural network domain the NRBF (a normalized version of RBF
network), FSM model [14] and IncNet [15] algorithms have been selected.

2 Short Survey of Instance Selection Algorithms

Algorithms for selection of instances may be divided in three application-
type groups: noise filters, condensation algorithms and prototype searching al-
gorithms. Because of space limitation full description cannot be given here
but details of algorithms presented below may be found in the bibliographi-
cal links. Let’s assume that there is a training set T which consists of pairs
〈xi, yi〉, i = 1, . . . , n, where xi defines input vector of attributes and yi defines
the corresponding class label.

2.1 Noise Filters

Edited Nearest Neighbor (ENN) algorithm was created in 1972 by Wilson
[7]. The main idea of ENN is to remove given instance if its class does not agree
with majority class of its neighbors. ENN starts from original training set.

Repeated ENN was also proposed by Wilson. The only difference is that the
process of ENN is repeated as long as any changes are made in the selected set.

All k-NN presented by Tomek in [16] is another modification of ENN algorithm:
the ENN is repeated for all k (k=1,2, . . . ,l).

ENRBF is an Edited version of NRBF[17,18]. NRBF is defined as normalized
version of RBF. NRBF estimates probability of k-th class given vector x and
training set T :

P (k|x, T ) =
∑

i∈Ik

Ḡi(x;xi), (1)

where Ik = {i : 〈xi, yi〉 ∈ T ∧ yi = k}, and Ḡi(x;xi) is defined by

Ḡi(x;xi) =
G(x;xi, σ)∑n

j=1 G(x;xj , σ)
, (2)

and G(x;xi, σ) (σ is fixed) is defined by G(x;xi, σ) = e− ||x−xi||2
σ .

The ENRBF eliminates all vectors if only:

∃k �=yi
P (yi|x, T i) < αP (k|x, T i), (3)

where T i = T − {xi, yi}, and α ∈ (0, 1].
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2.2 Condensation Algorithms

Condensed Nearest Neighbor Rule (CNN) was made by Hart [4]. The
CNN algorithm starts new data set from one instance per class randomly chosen
from training set. After that each instance from the training set that is wrongly
classified using the new dataset is added to this set. This procedure is very fragile
in respect to noise and the order of presentation.

Reduced Nearest Neighbor (RNN) described in [6] by Gates was based
on the same idea as CNN. However RNN starts from original training set and
rejects only those instances that do not decrease accuracy.

IB3 was described by Aha et al. in [2]. IB3 is an incremental algorithm. Instance
x from the training set is added to a new set S if the nearest acceptable instance
in S (if there are no acceptable instance a random one is used) has different class
than x. Acceptability is defined by the confidence interval

p + z2

2n ± z
√

p(p−1)
n + z2

2n2

1 + z2

n

(4)

z is confidence factor (in IB3 0.9 is used to accept, 0.7 to reject). p is the classifi-
cation accuracy of a given instance (while added to S). n is equal to a number of
classification-trials for given instance (while added to S). See [2] for more details.

Gabriel Editing (GE) and Relative Neighborhood Graph Editing
(RNGE) — two algorithms based on graph theory – were constructed by
Bhattacharya et al. [9]. Decision surface of the 1-NN algorithm creates Voro-
noi diagram. It can be observed that instances on the border between classes are
important in classification process. The complexity of building Voronoi diagrams
is O(Nd/2), that is too expensive for real datasets. Because of that authors deci-
ded to use Gabriel graphs. The complexity of this algorithm is O(n3). Stronger
instance–shrinking can be obtained using a modification of GE method called
RNGE.

Iterative Case Filtering (ICF) was proposed by Brighton & Mellish in [10].
ICF defines local set L(x) which contain all cases inside largest hypersphere
centered in x such that the hypersphere contains only cases of the same class as
instance x. Authors define two properties, reachability and coverage:

Coverage(x) = {x′ ∈ T : x ∈ L(x′)}, (5)
Reachability(x) = {x′ ∈ T : x′ ∈ L(x)}. (6)

In the first phase ICF uses ENN algorithm to remove the noise from the
training set. In the second phase ICF algorithm removes each instance x for
which the Reachability(x) is bigger than the Coverage(x). This procedure is
repeated for each instance in T . After that ICF recalculates reachability and
coverage properties and restarts the second phase (as long as any progress is
observed).
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ENRBF2 is also based on NRBF defined by Eq. 1. ENRBF2 removes given
instance xi from the training set if the criterion below is satisfied:

P (yi|xi; T )β < P (yi|xi; T i) (7)

β ∈ (0, 1]. This means that if removing instance xi probability that this instance
belongs to the class yi is not significantly reduced then such instance can be
removed.

DROP1–5 models were developed by Wilson & Martinez [19]. Let’s define A(x)
as a set of instances for which instance x is one of the k nearest neighbors.
DROP1 removes instance x from the training set if it does not change classifica-
tion of instances from A(x) (only those instances depend on x). The performance
of DROP1 was really bad. The second version — DROP2 — starts the process
from sorting instances according to their distances from the nearest opposite
class instance. The DROP3 additionally run the ENN algorithm before starting
the DROP2 algorithm. DROP4-5 are another version of DROP2 – see [19] for
details.

2.3 Prototype Selection

Prototypes methods are very interesting because original training set may be
transformed even to a few prototypes, therefore it can be treated as an approach
for knowledge representation. Each of the prototypes represents one field cover-
ing its Voronoi diagram. Such field in highly compressed dataset (few vectors)
corresponds to a cluster. If prototypes are used with 1NN the prototypes may
be seen as prototype rules because each prototype is assigned to a single class.
For example if S contains prototype vectors pi and its corresponding classes are
ci than the decision process of instance x is simplified to find i:

i := arg max
pj∈S

||pj − x|| (8)

which points to the winner class ci.

Learning Vectors Quantization (LVQ) is well known model proposed by
Kohonen in [20]. In contrary to all previous algorithms (except CA) LVQ changes
the positions of codebook vectors (neurons) during learning and finally neurons
have different values than original instances of the training set. See [20] for more.

Monte Carlo 1 (MC1) and Random Mutation Hill Climbing (RMHC).
These two methods described in [11] by Skalak are based on stochastic behavior.
MC1 in each iteration use Monte Carlo to draw new set of instances and to test
the accuracy. Only the best drawn set of instances is remembered. RMHC use
mutation in place of Monte Carlo.

Encoding length — ELH, ELGrow and Explore: these three algorithms
(Cameron-Jones [8]) use cost function defined by:

J(m, n, x) = F (m, n) + m log2 c + F (x, n − m) + x log2(c − 1), (9)
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where n and m are numbers of instances in the training set and in the new data
set S respectively. x defines the number of badly classified vectors (basing on
S), and F (m, n) is defined by

F (m, n) = log∗
(

m∑

i=0

n!
i!(n − i)!)

)
, (10)

log∗ n = arg mink F (k) ≥ n, k – is integer, and F (0) = 1, F (i) = 2F (i−1).
ELH starts from the empty set and adds instances if only they minimize the

cost function J(·). ELGrow additionally tries to remove instances if it helps to
minimize the cost function J(·). Explore extend the ELGrow by 1000 iterations
of stochastic addition or deletion of instances if only it minimizes the costs.
Those methods are very effective.

The algorithm DEL is another modification of ELH. It can be seen as decre-
mental version of ELH [19].

2.4 Classification of Algorithms

Instance selection algorithms work in different ways; some of them belong to
incremental or decremental family, while others try to mix both strategy.

Instance dataset creation strategy

Incremental CNN, IB3, ELH

Decremental RNN, SNN, ENN, CA (Chang), ENRBF, DROP1-5, Del

Mixed RENN, All k-NN, LVQ, MC1, RMHC, ELGrow(!), Explore

However, more important than strategy of the dataset building presented
above is the complexity of presented algorithms. In the table below complexity
comparison can be found.

ENN
RENN

All-kNN
CNN
RNN

IB3
GE

RNGE
ICF

EN-
RBF(2)

DROP
1-5

LVQ
MC1

RMHC

ELH
ElGrow
Explore

Del

O(n2) O(in2) O(n3) O(n2 log2 n) O(n3) O(in2) O(n2) O(n3) O(in2) O(n2) O(n2)

Another feature which distinguish between groups of model is their “scene
analysis”. Some algorithms try to preserve the border points. This can be ob-
served especially with algorithms based on graph theory – GE and RNGE. In
contrary are algorithms which try to estimate cluster centers, like the LVQ. In
the next group models which remove the noise can be placed. Instances that
remained have clusters with smoother shapes. More sophisticated behavior can
be observed in such algorithms as ICF, DROP3-5, Encoding Length or MC1.
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